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Abstract

Taxable transactions may be misreported to evade taxes and hide illicit wealth.
Tax authorities must therefore set policy governing both tax rates and enforcement.
We develop a model of optimal taxation and enforcement in which policymakers
seek both welfare maximization and “tax accuracy,” wherein taxpayers remit the
amount that they statutorally owe under truthful reporting; we characterize the op-
timal combination of tax rate and enforcement stringency in this setting. We apply
this framework to the Mumbai real-estate market, a setting with widespread mis-
reporting and a transparent enforcement instrument: government-specified guid-
ance values act as a minimum required tax base. Bunching in reported transaction
values around the guidance value identifies the degree of under-reporting. We esti-
mate the elasticities governing the optimal degree of enforcement, and we recover
the revealed-preference inaccuracy penalty that rationalizes observed policy. We
show that mortgage-facilitated purchases—which are subject to additional report-
ing requirements—exhibit less evidence of misreporting, suggesting that financial
markets can play a complementary role in tax enforcement.
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1 Introduction

The central goal of tax enforcement is to promote tax compliance and accuracy, so
that taxpayers’ actual remittances align with the amount that they legally owe. Inaccu-
racies arise in the form of “underpayments” if taxpayers pay less than their statutory
obligations, e.g., due to evasion or avoidance activities. Inaccuracies may also take the
form of “overpayments” in net taxes, e.g., if taxpayers fail to receive credits to which
they are entitled, or if they are overbilled due to an error in tax administration. In this
paper, we develop a model of optimal taxation and enforcement wherein tax authori-
ties care both about maximizing welfare and about minimizing tax inaccuracies.

We apply the insights of this model to an empirical setting of property transaction
taxes with self-reported transaction values. Many countries have attempted to con-
trol under-reporting by creating formulaic assessments of property value based on the
physical location of properties, setting the tax base as the higher of this government-
assessed value and the sales price reported by property buyers. Based on our review of
transaction tax policies in the 82 largest cities in the world, 35 of these cities employ this
specific system, and variants of this policy that involve some form of “model-based”
appraisal of property values are even more widespread.1 One such city is Mumbai,
India, where we study the universe of residential property transactions between 2013
and 2022 using a large and granular administrative dataset. In this setting, home val-
ues serve as the basis for transaction taxes, capital gains taxes, and annual property
taxes; overall, real estate transaction taxes constitute approximately 20% of state gov-
ernment revenues in India.2

To complement our theoretical work on tax inaccuracies, we develop a new em-
pirical method to detect the under-reporting of property transaction values. We apply
this method to the data, and estimate an 11% under-reporting rate on average over
the sample period; this average estimate comes from underlying transactions which
exhibit both under- and over-reporting. While substantial, this estimate is lower than
the priors inferred from both Indian media and tax authority reports, which have for
decades surmised that real estate buyers routinely and substantially under-report val-
uations as a way of laundering unreported income, such as cash earnings and bribes
(so called “black money”).3 The desire to reduce such black money has motivated

1 Appendix Table A1 presents the cities that employ this guidance value system along with their
transaction tax rate. A detailed spreadsheet of valuation systems for the top 82 cities of the world can
be found here. We briefly discuss the broader context of cross-country variation in systems of property
appraisals for tax purposes later in the paper.

2 In Mumbai, there is a 5% stamp tax, a 1% registration tax, and (small) property taxes are levied in
certain sub-regions.

3 See, for example, Indian Department of Revenue’s “White Paper on Black Money,” 2012, https:
//dor.gov.in/sites/default/files/FinalBlackMoney.pdf.
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economically massive policy interventions, such as India’s 2016 demonetization.
The statutory requirement in the Mumbai setting is that property purchasers report

the true market transaction value to the government. If the buyer’s reported value
falls below the government assessed value (also known as the “guidance” value), then
the tax base is set equal to the guidance value. An important mode of evasion in this
system is that buyers and sellers can collude to minimize transaction tax liabilities by
under-reporting the true transaction price to the government.4 To serve as a structural
foundation for our work on optimal taxation, we model agents’ reporting incentives
by adapting and extending the classic tax evasion model developed by Allingham and
Sandmo (1972) and Srinivasan (1973) to our setting. In this framework, the choice of
reported value results from trading off penalties in the event of detection against the
tax saving from under-reporting. Buyers with a low enough subjective expectation
of audit probabilities simply report the guidance value regardless of the true market
transactions price, resulting in “bunching” of reported transactions prices at the guid-
ance value.

This model prediction shows up clearly in the data, where we uncover prominent
bunching of self-reported property transaction values at government-assessed guid-
ance values: 7.3% of reported transaction values bunch within 1% of the guidance
value, and an additional 13.9% report more than 1% below the guidance value. Inter-
estingly, 78.8% of transactions (corresponding to 26.5% of transaction tax revenues) are
reported at 1% or more above the guidance value, suggesting that penalties and/or
moral concerns impede a large part of the transacting population from simply report-
ing the minimum government value. We show similar bunching of reported transac-
tion values at guidance values in data from Sao Paulo, Brazil, in Appendix Figure A1,
suggesting that our methods are applicable elsewhere.5

While bunching of reported values at government guidance values is consistent
with under-reporting, it could also be consistent with truthful reporting for at least two
reasons. First, while it is unlikely, infrequently updated government-assessed property
values could be extremely accurate and timely estimates of true underlying transac-
tions prices. Second, buyers and sellers might perfectly anchor transactions at guid-
ance values.6 If true underlying market values were observable, we could easily dis-

4 The Indian tax administration (and anecdotal reports) discuss that the difference between the re-
ported value and the true transaction price is often transferred from buyer to seller in currency notes, to
avoid detection of tax evasion through the formal financial system. See Indian Department of Revenue’s
“White Paper on Black Money,” 2012, https://dor.gov.in/sites/default/files/FinalBlackMoney.
pdf.

5 We replicate this plot based on exhibits originally shown to us by Thiago Scot as part of their
working paper Rocha, Scot and Feinmann (2023, mimeo).

6 While we are unaware of direct evidence that market prices anchor on guidance values Genesove
and Mayer (2001) and Andersen, Badarinza, Liu, Marx and Ramadorai (2022) show evidence that prop-
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tinguish between these alternative explanations, but the existence of under-reporting
itself renders market values difficult to observe.

To address this challenge we match our administrative data on reported and guid-
ance values to a third-party provided price dataset of new buildings developed and
sold during our sample period.7 These data serve as a proxy for market values, and
are based on collecting pricing sheets and other marketing materials from develop-
ers. Unlike the distribution of reported property values around government-assessed
guidance values, the distribution of this proxy for market values is smooth, with no
bunching at guidance values. The visible difference between the distributions of self-
reported and proxy market values constitutes the basis of our new technique to detect
under-reporting.

While these third-party price data are purchased and used by banks, developers,
and investors in the real estate space, we nevertheless expect that they are an imper-
fect proxy for market values. We therefore adapt our approach and conduct several
additional checks to account for measurement error. First, we consider the case of
“classical” measurement error, in which third-party listing prices are noisy but unbi-
ased measures of true market prices. We show using simulations that mean-zero noise
in the proxy can in theory rationalize both truthfully-reported values that bunch at
guidance values and a smooth distribution of the proxy around guidance values, un-
der the (strong) assumption that guidance values perfectly align with market values.
We deal with this empirical confound using the insight that aggregation “smooths out”
the noise in the market-value proxy. We show that if reporting is truthful and guidance
values perfectly track market prices, there will be small differences between aggregated
reported transactions values and aggregated (noisy) market-value proxy values. In con-
trast, as we find in the data, under-reporting delivers a distribution of aggregated re-
ported values that lies below the distribution of aggregated market value proxies.8

Second, we re-estimate our findings on a more restricted dataset (60% of the full sam-
ple) of “exact matches” across reported transactions and third-party price data and
confirm the robustness of our estimates. Finally, as discussed more fully below, we in-
spect reporting behavior around revisions in government guidance values, an exercise
which reveals additional evidence strongly consistent with under-reporting.

erty sellers anchor on original purchase prices, and Garmaise and Moskowitz (2004) suggest that as-
sessed values may be informative about market prices.

7 Multiple real estate analytics firms in India collect and sell these data, and we expect such data
exists or will emerge in many developing country cities in the coming years.

8 We extend this insight to the case when the market value proxy is both a noisy and biased measure
of true market value. Here, we show that the form of measurement error required to rationalize the pat-
terns in the data is implausible, requiring a very specific and unusual pattern of discrepancies between
reported values and true market values.
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In the data, we estimate under-reporting rates of approximately 25% for “buncher”
transactions that report exactly equal to the guidance value, and roughly the same
under-reporting rate for transactions with reported values less than guidance val-
ues. The remaining estimated under-reporting rates decline linearly with the extent to
which buyer-reported values exceed the guidance value; for buyers reporting greater
than 50% above the guidance values we estimate zero under-reporting. Overall, our
estimated 11% under-reporting rate, when applied to Maharashtra state, roughly trans-
lates to an annual loss for the state government of US$ 475mn lower tax revenues from
property transactions in 2021, which is approximately 1% of total state government
revenue.

Governments have strong incentives to set accurate guidance values, but it is un-
likely that they perfectly capture true underlying value, given the fairly broad geo-
graphical regions to which individual guidance values apply (this is especially true in
our context, given the density of physical properties in Mumbai). Moreover, guidance
values are infrequently updated, leading to staleness and inaccuracy in an environ-
ment of changing market prices. We use this insight to uncover additional behavioral
responses using our approach, studying the revision of government-assessed values
(which occur in three of the nine years in our sample) across multiple neighborhoods.
We detect large spikes in the volume and value of registered transactions in the days
and months immediately before scheduled guidance value changes, consistent with
gaming behavior by agents rushing to register transactions right before these changes;
we also find evidence of agents back-dating transactions to pre-change dates to ex-
ploit lower guidance values. Quantitatively, these spikes generate increases in under-
reporting rates of approximately 6%-12% in months immediately preceding guidance
value changes.

While we find significant under-reporting, our estimates also suggest that many
agents report truthfully. Though anecdotal evidence suggests that actual audit prob-
abilities are close to zero, the mere threat of audit is potentially sufficient to generate
truthful reporting (Kleven, Knudsen, Kreiner, Pedersen and Saez 2011). To investi-
gate this issue further, we use our workhorse model to interpret observed reporting
behavior in terms of agents’ underlying beliefs about detection probabilities. Viewed
through the lens of the model, many agents in the economy believe that auditing is
sensitive to their reporting behavior, which echoes experimental evidence in Bergolo,
Ceni, Cruces, Giaccobasso and Perez-Truglia (2023) where the possibility of tax audits
generates fear and induces probability neglect.

We find that under-reporting rates in secondary market resale transactions are
higher than those in primary-market developer sale transactions. This finding is con-
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sistent with the theory in Kleven, Kreiner and Saez (2016), who argue that it is more
difficult for large organizations to maintain the collusive agreements that underpin
tax evasion, as secondary market transactions only require a single buyer and seller
to maintain such an agreement. Moreover, we find that under-reporting rates are
lower for larger transactions, likely in response to higher perceived detection probabil-
ities for more visible transactions with greater absolute economic penalties for under-
reporting.

How do governments optimally set tax policy in this environment to balance their
twin objectives of maximizing welfare-weighted tax revenues and minimizing inaccu-
racy? Raising guidance values will increase revenues (assuming small extensive mar-
gin elasticities, which we find in our empirical work), but will inevitably lead some
individuals to overpay, thus raising inaccuracy. We develop this intuition further, writ-
ing down sufficient statistics for optimal tax policy in this dual-objective setting.

To evaluate this model in the data, we first structurally estimate the unobserved
distribution of taxpayers’ aversion to misreporting, which we allow to vary across in-
dividuals in our simple model of reporting incentives. We find that a parsimonious
empirical model—a chi-squared distribution with a single estimated parameter— de-
livers a good fit to the data, i.e., we are well-able to match the empirically observed
distribution of reported property values to the model-implied values using the esti-
mated structural parameters.

In a second step, we estimate the weight that the government places on its inac-
curacy minimization objective. We do so using the estimated misreporting aversion
distribution from the first step to predict reported values, and vary the unobserved
weight on the inaccuracy penalty to match model-implied government guidance val-
ues with the observed government guidance values in the data across different areas
of Mumbai.

We estimate that the government has a very high aversion to inaccuracy, and is par-
ticularly averse to overcharging taxpayers. Our estimates reveal that the government
is willing to forego |4.75 in tax revenues for each |1 of over-payment by taxpayers.
To validate the model and these estimates, we generate out-of-sample predictions of
government guidance value, and use these predictions to forecast the direction of revi-
sions to the government guidance value in the data. More specifically, in areas where
the model suggests that observed guidance values are too low (high), we later ob-
served upward (downward) revisions to guidance values out of sample. This exercise
confirms the ability of the model to captures the government’s decision rule.

As a final exercise, we merge administrative data on mortgage values with our main
dataset for a smaller subset of reported transactions. With the caveat that this process
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allows us to match roughly a third of (possibly selected) transactions, we find the inter-
esting pattern that reported values of transactions with low loan-to-value (LTV) ratios
exhibit the greatest extent of bunching at government-assessed values, while trans-
actions with high LTV ratios exhibit the least bunching. We also estimate the great-
est under-reporting for properties with mortgages from cooperative and public-sector
banks, and least for those from private and foreign banks; mortgages from banks with
high overall non-performing loans are also associated with high bunching behavior.
As we demonstrate in a simple extension to our model, these patterns can be ratio-
nalized by borrowers trading off higher reported values to relax financial constraints
associated with mortgage credit against the greater tax bill associated with doing so;
we note that assortative matching between household evasion types and bank screen-
ing technologies can also rationalize these patterns.

The remainder of this paper is organized as follows. The remainder of this section
reviews related literature. Section 2 describes the institutional background for property
valuation for tax purposes in our setting and elsewhere. Section 3 sets up a simple
model to guide our empirical work. Section 4 describes the data. Section 5 documents
our baseline results. Section 6 documents how measured under-reporting varies in
settings and sub-samples with different economic incentives to under-report. Section
7 structurally estimates out simple model and validates it, and Section 8 concludes.

1.1 Related Literature

Our conceptual framework builds most directly on the literature on optimal tax ad-
ministration and enforcement. Keen and Slemrod (2017), building on the early work
of Sandmo (1981) and Mayshar (1991), present a conceptual framework in which a
policymaker maximizes social welfare by adjusting both tax rates and tax enforce-
ment parameters such as audit probabilities. This framework identifies as a key suf-
ficient statistic the enforcement elasticity of tax revenue, which quantifies the change in
revenues—accounting for behavioral responses of taxpayers—of adjustments in en-
forcement policy. We build on this work by accounting for policymakers’ potential
desire for compliance and accuracy in tax administration, as distinct from pure rev-
enue considerations.

Our empirical application also contributes to the large positive literature document-
ing tax evasion and enforcement responses. Fisman and Wei (2004) estimate tariff eva-
sion on imports into China from Hong Kong by comparing reported imports in China
to the more accurately measured exports from Hong Kong to China. Slemrod (2007)
discusses randomized audits, conducted by tax authorities, as a method of estimating
aggregate U.S. income tax evasion, and Kleven, Knudsen, Kreiner, Pedersen and Saez
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(2011) review the impact of audits on evasion. Pissarides and Weber (1989) pioneered
examining consumption expenditure as an indicator of true income, finding that the
self-employed have higher rates of consumption relative to their reported incomes, and
Braguinsky, Mityakov and Liscovich (2014) more recently apply this method to admin-
istrative data on car ownership in Russia combined with reported earnings. Artavanis,
Morse and Tsoutsoura (2016) use bank determined credit capacity as an independent
signal of true income, finding relatively greater credit limits conditional on reported
income for the self-employed. Hendren, Sprung-Keyser and Stuart (2023) estimate the
welfare and revenue impacts of tax audits in the U.S.

Our empirical application also links our work to the bunching literature, developed
by Saez (2010) and surveyed in Kleven (2016), which uses an optimizing model to
translate bunching at points where marginal tax rates change to infer the elasticity
of under-reporting and real behavior changes in response to tax rates. Our context
features a “kink,” in the sense that the marginal tax rate below the guidance value
is zero, but then discretely increases to 5% (the transaction tax rate) for the marginal
rupee reported above the guidance value. We later use this insight to estimate “evasion
elasticities” using the standard approach.

In terms of possible remedies, Pomeranz and Vila-Belda (2019) survey research with
tax authorities, focusing on policy interventions aimed at increasing tax revenues. To
our knowledge this work has not studied real estate under-reporting, especially in
contexts where agents can choose to report at or above government-assessed values,
though Casaburi and Troiano (2016) study the political economy consequences of an
Italian national reform that aimed to force property owners to register their land so as
to enter the tax base (an extreme form of asset value under-reporting is hiding property
ownership from the government).

Our work relates to the literature on transaction taxes, which has mainly focused on
advanced economies (e.g., Best and Kleven 2018, Kopczuk and Munroe 2015, Dachis,
Duranton and Turner 2012), and has typically not estimated the importance of asset
value under-reporting, presuming that third party reporting by mortgage lenders, real-
estate agents, and other market participants eliminates the ability of buyers and sellers
to under-report transaction prices. For example, Kopczuk and Munroe (2015) finds no
evidence of evasion regarding a mansion transfer tax in New Jersey, and while Slem-
rod, Weber and Shan (2017) finds evidence of house price manipulation to avoid a
higher average transaction tax rate in Washington D.C., they note that major tax eva-
sion or avoidance behavior is unlikely in their setting given the relatively small change
in average transaction tax rates studied. Sood (2020) highlights high transaction taxes
as one component of land market frictions in India (and likely other developing coun-
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tries) that may hinder productivity overall.
A related literature studies ongoing property taxation, finding that assessed values

for property taxes can systematically diverge from recent transaction prices, with im-
portant distributional consequences (Avenancio-León and Howard 2022, Regan 2023).
In this context, we are the first to analyse under-reporting in a system of government-
assessed values. A key difference in our context is the statutory obligation for home-
owners to report the true market value; in typical advanced economy property tax
contexts, homeowners are required to pay tax on the government’s assessed value,
even if assessed value differs from market value (Amornsiripanitch 2020, reviews this
literature).

A small but growing literature studies under-reporting behavior in China, though
these papers do not study government guidance values. Fan, Wang and Zhang (2022),
Agarwal, Li, Qin, Wu and Yan (2020), and Agarwal, Kuang, Wang and Yang (2020)
use data on underlying transaction prices collected by Chinese real-estate brokerages
(which serve as the basis for brokerage commissions). In the Mumbai setting, similar
to many cities in developing countries, such administrative data are not recorded on
true underlying transaction prices. Our approach can be applied more broadly to de-
tect under-reporting whenever the government sees reported and guidance values and
can source (as we do) measures of market value or listing prices from analytics compa-
nies or online listings portals—in line with the broader agenda of technology-enabled
improvements to developing-country tax collection (Okunogbe and Santoro 2022).

Our analysis of property value under-reporting also connects to early analyses of
black money in Indian real estate, which studied the government’s pre-emptive pur-
chase provision, under which the central government tax authority was allowed to
purchase any property at 15% above the reported value, creating strong incentives
for accurate reporting.9 In statute, the government was supposed to randomly se-
lect property transactions to determine whether to exercise this right, though most
sources suggest the sampling was not conducted randomly. National Institute of Pub-
lic Finance and Policy (1995) estimate 44.8% under-reporting using a small sample of
Mumbai transactions under this policy,10 and the same study conducts a survey of
real estate brokers and concludes from this evidence that approximately 60% of true

9 This system appears to have been proposed in the economics literature by Harberger (1965), al-
though Taiwan had a similar, largely unsuccessful, system implemented around the same time period
Chang (2012). See Posner and Weyl (2019) for other examples of such “self-assessment” based mecha-
nisms. A challenge to these systems is that those in charge of implementing the policy may be bribed to
avoid exercising the government’s right on certain properties.

10 National Institute of Public Finance and Policy (1995) does not directly report the sample size for
this estimate, however Table 3.1 in that study counts 46 properties purchased in Mumbai under this
program.
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transaction values were under-reported (for earlier small-sample estimates see, Tandon
1987, Gopalakrishnan and Das-Gupta 1986). In a survey article on Indian transaction
taxes, Panchapagesan and Karthik (2017) notes that there have been no more recent
aggregate estimates of black money in Indian real estate transactions.

Our mortgage results, though based on a limited sample of transactions, highlight
the observation in Basu (2015) that home-value under-reporting can have potentially
important macro-prudential implications. This connects our work to the broader liter-
ature on housing collateral value misrepresentation during the global financial crisis
(Piskorski, Seru and Witkin 2015, Griffin and Maturana 2016), as well as to Montalvo,
Piolatto and Raya (2020), who estimate transaction tax evasion in Spain using data
from one housing brokerage to focus on a buyer’s trade-off between under-reporting
to avoid transaction taxes and over-reporting to obtain greater mortgage credit. Our
results on mortgage bank ownership and under-reporting also connect to studies of
credit screening differences across public and private sector banks (La Porta, Lopez-de
Silanes and Shleifer 2002, Mishra, Prabhala and Rajan 2022).

Finally, our (relatively low) estimate of the property value under-reporting rate is
potentially useful for developing country studies on how neighborhood change, trans-
portation infrastructure, and zoning reforms affect real estate prices, as these studies
often use guidance property values in lieu of frequently unavailable market price data
(Anagol, Ferreira and Rexer 2021, Tsivanidis 2019, Gechter and Tsivanidis 2020, Harari
and Wong 2018).

2 Model

We model taxpayers who optimally report an asset value that may differ from the
asset’s true underlying market value. This model of misreporting forms the building
block for a broader consideration of optimal tax policy when agents have incentives to
misreport.

Canonical optimal taxation models typically work under the assumption that tax
authorities are solely concerned with maximizing social welfare (Ramsey 1927, Mir-
rlees 1971, 1986) when faced with individual agents who rationally optimize their eco-
nomic decisions. Our goal here is to study how governments optimize policy when
they are motivated both by welfare-maximization and “inaccuracy minimization” im-
peratives. This latter channel is a type of fairness criterion: Governments may not
wish to obtain tax over-payments from taxpayers who truthfully report asset values,
or to allow misreporting agents to substantially under-pay taxes relative to what they
would owe if they truthfully reported.
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2.1 A Model of Taxpayer Reporting Behavior

We adapt and extend the classic tax evasion model developed by Allingham and
Sandmo (1972), Srinivasan (1973) and Yitzhaki (1979) to model individual taxpayer be-
havior. A taxpayer purchases an asset (in our empirical application, real estate) for
market price m and then chooses the value r (which could differ from m) that they
report to the government. The property has an associated government-assessed guid-
ance value which we denote by c (for “circle rate;” the nomenclature used in the In-
dian context, which we describe in detail below), and τ is the transaction tax rate; the
transaction tax liability is therefore τ × max(r, c), i.e., the tax base for the asset is the
maximum of the reported value and the guidance value. Incentives for reporting differ
based on whether the market price m is greater than or less than c. We first discuss the
case when m ≥ c, and subsequently, the case when m < c.

2.1.1 Reporting Incentives when Market Value is above Guidance Value

Assume m ≥ c. From time to time, the tax authority may verify r, either through a
physical audit or by comparing to a third party estimate of value such as the one we
use in this paper. If under-reporting is detected at audit, the assessed penalty is n times
the amount of transaction tax avoided (m − r).

We assume taxpayers are individually rational and risk-neutral. That is, with m ≥
c, they report c ≤ r ≤ m. On one side of the inequality, if the agent reports r < c
when m ≥ c, the assessed tax burden is automatically set to the statutory lower bound
of τc.11 On the other side of the inequality, reporting r > m is also ruled out in the
baseline case, because by reporting in this fashion, the agent once again pays more tax
than is statutorily required.

Each taxpayer has misreporting aversion π(m, r, c) that depends on m, r and the
prevailing c. Taxpayers are inclined to report truthfully when their misreporting
aversion is high—this captures multiple reasons for disliking misreporting, including
agents’ perceptions of audit probabilities, their intrinsic honesty, or the effect of moral
qualms. This setup means that agents are heterogeneous in their propensities to adopt
or shun misreporting.

Putting all this together, the taxpayer chooses r ∈ [c, m] to minimize the expected

11 As we discuss later, buyers can pay a transactions cost to challenge the tax authority guidance
value c, which will trigger tax authority verification of market value m. We assume that in this process
of verification, m ≥ c is fully discovered, meaning that the buyer with r < c < m incurs a penalty in
addition to paying tax on m.
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tax burden:

r∗ = min
r

(
τc + τ

[
(1 − π(m, r, c))(r − c) + π(m, r, c)(r − c + n(m − r))

])
(1)

The minimization problem in equation (1) has the following solution:

r∗ = m +
1

π
′(m, r, c)

(
1
n
− π(m, r, c)

)
(2)

Similar to Yitzhaki (1979), the reporting behavior in equation (2) is not governed by
the tax rate τ. The extent of misreporting (r∗ − m) depends mainly on the strength of
misreporting aversion, as well as on the penalty n set by the government. If taxpayers
have some willingness to misreport, i.e., π(·) > 1

n , they will report r∗ < m. In our
setup, we allow the strength of misreporting aversion to be governed by two additional
important forces: the prevailing true market price of the asset (m), and the guidance
value c set by the tax authorities.

2.1.2 Reporting Incentives when Market Value is below Guidance Value

In this case, the burden typically falls on the taxpayer to appeal and provide ev-
idence that m is indeed less than c. The presumptive tax burden remains max(r, c),
where such taxpayers pay the tax on c, and then appeal to lower their tax burden to
τ × m where m < c.12

Let ω(m, r, c) be the appeal-aversion parameter that depends on m, r and the pre-
vailing c. This parameter captures the taxpayer’s beliefs in their ability to pursue ap-
peals justly and swiftly, but also potentially taxpayers’ investments in creating a more
just taxation system by engaging with the system, or any subjective hassle factors they
may experience from engaging in the appeals process. We assume that t is the per-unit
physical transaction costs of engaging in the appeals process, capturing the legal fees
and costs of repeated interactions with the tax authorities that are required when filing
an appeal (plus the possibility of incurring expediting or facilitation expenses that may
also be paid when filing). Typically such costs scale with the distance that r lies below
c. For simplicity, we assume that t scales linearly in the distance between r and c.

In this case, the taxpayer once again chooses r to minimize the expected tax burden:

min
r

ω(m, r, c)τc + (1 − ω(m, r, c))(τr + t × (c − r)) (3)

Taxpayers need to pick r ∈ (0, c] when m < c. The minimization problem in equa-

12 Taxpayers with m < c have no incentive to report r > c as that would mean they pay higher taxes
than what is expected by the authorities on the asset transaction.
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tion (3) has the following solution:

r∗ =
τ

(τ − t)
c − (1 − ω(m, r, c))

ω′(m, r, c)
(4)

Equation (4) governs the individual taxpayer’s behavior when m < c. Assuming
that t > τ, a extremely appeal-averse taxpayer will incur the higher effective tax rate
τc/r and report r = m < c rather than appeal. In the baseline scenario there are no
incentives to misreport when m < c.

2.1.3 The Effect of External Financial Constraints

We now highlight how taxpayer asset-value reporting behavior changes in the pres-
ence of external financing constraints. In many asset markets, collateralized loans take
the official reported/registered value of a property into account at the point of loan
issuance. This links the decision to misreport with the extent of financial constraints.
In the real estate setting that we consider, the financial incentive to truthfully report (or
potentially over-report) arises from the desire to unlock additional mortgage finance.13

To pursue this intuition more formally, we extend our basic model framework to
incorporate a penalty that increases with the tightness of the mortgage constraint, as
in Andersen, Badarinza, Liu, Marx and Ramadorai (2022). Consider a bank that is
willing to lend (1 − γ)r, where γ is the down-payment constraint governed by macro-
prudential regulations, and/or by increases in lender-demanded mortgage credit pre-
miums with loan-to-value (LTV) ratios. Now consider a potential buyer of a prop-
erty, who requires funding of (m − d) where d is their available liquidity and m is the
market value of the property. The shortfall [(m − d)− (1 − γ)r] can be overcome at a
cost, which we model for simplicity as linear in the shortfall.14 In this simple setup,
borrowers must report more, or incur penalties (e.g., reducing house size relative to
desired levels, or coming up with additional, expensive unsecured/informal financing
to bridge the gap) which scale with the size of the financial shortfall. The individual
taxpayer’s problem thus becomes:

r∗ = min
r

τc + τ
[
(1 − π(m, r, c))(r − c) + π(m, r, c)(r − c + n(m − r))

]
+ µ ((m − d)− (1 − γ)r) (5)

13 More specifically, in our empirical context, many banks in India, including the largest national
lender, the State Bank of India, are only prepared to lend up to the reported value r.

14 The down-payment constraint affects transactions irrespective of whether true m > c or true m ≤ c.
For brevity, we focus on the m ≥ c case in this section.
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Equation (5) modifies equation (1) to incorporate the down-payment constraint.
The parameter µ determines the tightness of the financial constraint, which we later
evaluate as a parameter that governments can influence, for example, by clamping
down on unsecured/informal bridge financing. The minimization problem in equa-
tion (5) has the following solution:

r∗ = m +
1 − µ

τ (1 − γ)

nπ
′(m, r, c)

− π(m, r, c)
π

′(m, r, c)
(6)

Equation (6) shows that the financial constraint creates an incentive for the bor-
rower to report more than the guidance value to obtain additional mortgage credit.
The buyer trades off the marginally higher transaction tax associated with a higher re-
ported value against the marginal benefit of increased mortgage credit. An increase
in the permissible loan-to-value ratio (raising (1 − γ)) or tightening the constraint on
obtaining funds outside the formal mortgage system (increases in (µ)) can both induce
more truthful reporting behavior. This financial market channel complements (and
takes pressure off) the use of tax policy instruments to encourage truthful reporting.

The empirical method that we later develop measures misreporting as the joint ef-
fect of all of these incentives. While the primary focus of the paper is on the relationship
between tax policy instruments and misreporting, we also later provide illustrative ev-
idence of the financial constraint channel later in the paper.

The tax implications of misreporting are in reality more complex than this simple
economic framework. For example, there may be additional incentives for buyers to
under-report to reduce ongoing taxes on property/asset values.15 And there is poten-
tially an opposite incentive, for asset buyers to “over-report” to increase their current
cost basis and reduce future capital gains taxes. Buyers that focus on minimizing the
current transactions tax burden have under-reporting incentives that are well-aligned
with sellers who wish to report depressed sale values to minimize capital gains taxes.
Financially-constrained buyers and forward-looking buyers that care about the capital
gains tax basis more than transactions taxes, however, may have opposing incentives
to sellers, thus reducing opportunities for collusion to report low asset values. While
we do consider the effect of financial constraints, we do not consider such capital gains
tax incentives for buyers in what follows, primarily because the horizons over which
housing transactions occur are very long, depressing the relative importance of this
channel.

15 One appealing feature of the institutional setting for our empirical work is that annual property
taxes are only a function of the government’s assessed value, not the reported value, so concerns about
annual property taxes do not affect household’s reporting behavior at the time of transaction. See https:
//housing.com/news/guide-paying-property-tax-mumbai/ for details.
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2.2 Optimal Government Policy

Given optimal taxpayer reported values r∗, the government determines c to balance
the twin objectives of maximizing revenue and minimizing over/under payment.

To illustrate the tradeoff that the government faces, Figure 1 shows two different
levels of c (c low in the top panel, and high in the bottom panel), superimposed on
the distribution of underlying market values m. Although the government may be
tempted to set c high to increase tax revenue, this comes at the cost of forcing taxpayers
with m < c to overpay taxes, i.e., they pay τ × c rather than τ × m. We model how the
tax authority balances these twin imperatives.16

More formally, the tax authority’s revenue objective is:

τ
∫ ∞

0

∫ 1

0
(1 − g(m))× r∗(m, c, π(m, r, c)) f (π(m, r, c)) f (m)dπ(m, r, c) dm (7)

The total revenue raised is the tax rate τ multiplied by the sum of all transaction
values r∗ integrated over both the m distribution and the π(m, r, c) distribution. We
allow each dollar of revenue to have an associated welfare-weight (1 − g(m)).17

Rewriting equation (7) to separately indicate transactions with m < c and m ≥ c,
we get:

τ

(∫ c

0

∫ 1

0
(1 − g(m))× r∗(m, c, π(m, r, c)) f (π(m, r, c)) f (m)dπ(m, r, c) dm

)
+ τ

(∫ ∞

c

∫ 1

0
(1 − g(m))× r∗(m, c, π(m, r, c)) f (π(m, r, c)) f (m)dπ(m, r, c) dm

)
(8)

The first part of equation (8) is the revenue from potential over-payers, and the
second, from potential under-payers; both groups optimally report r∗ as described in
Section 2.1.

As discussed, we allow the tax authority to care about over/under payment of
taxes. Suppose an individual taxpayer owes τm in taxes, but reports r∗, and pays a
tax of τr∗. Over-payment is the case when m < r∗, and under-payment when m > r∗.
To flexibly allow for the government to differently view under-reporting and over-

16 There is also an extensive margin elasticity for the tax authority to consider, i.e., the total number
of asset transactions may fall if c is raised sufficiently high. In our empirical application, we find that
this is essentially zero for the tax that we consider and so do not consider this (see Appendix H). For
completeness, in future drafts, we plan to include this extensive margin elasticity in the government’s
optimization problem.

17 In our structural estimation, we set g(m) equal to
1
m∫ ∞

0 1/m f (m)dm
, i.e. inversely proportional to

transaction market value, normalized to sum to 1.
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reporting, we model this using a general weighting function ζ(·), and allow the gov-
ernment to place weight ψ on this inaccuracy in its optimal tax policy determination.
To illustrate this with a specific example, ζ(r∗(m, c)− m) := ψ | r∗(m, c)− m | in the
case where the government is equally concerned about both under- and over-payers.
In aggregate, the government’s inaccuracy penalty can be written as:

τ
∫ ∞

0

∫ 1

0
ζ(r∗(m, c)− m) f (π) f (m)dπ dm (9)

Equation (9), again can be decomposed into two components, the regions of over-
and under-payment:

τ

(∫ c

0

∫ 1

0
ζ(c − m) f (π) f (m)dπ dm +

∫ ∞

c

∫ 1

0
ζ(r∗(m, c)− m) f (π) f (m)dπ dm

)
(10)

Finally, putting it all together, the government’s overall problem, factoring in its
twin objectives, is:

max
c

(
τ
∫ ∞

0

∫ 1

0
(1 − g(m))× r∗(m, c, π) f (π) f (m)dπ dm

)
︸ ︷︷ ︸

welfare-weighted tax revenue

−
(

τ
∫ ∞

0

∫ 1

0
ζ(r∗(m, c)− m) f (π) f (m)dπ dm

)
︸ ︷︷ ︸

inaccuracy penalty

(11)

The general framework laid out in this section enables us to study optimal tax pol-
icy in the presence of misreporting, with individual taxpayers rationally optimizing
their reporting behavior, and the government balancing its twin objectives of maximiz-
ing revenue and minimizing over/under payment of taxes. We now turn to describing
the institutional context, and empirically applying this framework on a rich dataset
tracking the real estate market of Mumbai, India.

3 Institutional Background and Data

3.1 Institutional Background

Systems of property valuation for taxation purposes vary around the world, and
can be broadly classified into two types. In the first type, taxation authorities generate
“decentralized” (i.e., property-specific) assessed values, using a number of different
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approaches. In some jurisdictions, assessors determine property valuations using a
combination of site visits and comparable analysis. In others, assessors determine the
valuation by inputting features of the property (e.g., residential/commercial, square
footage etc.) into a hedonic model.18

Physical assessment of individual properties can produce greater accuracy in de-
termining market value, which is helpful given substantial unobserved heterogeneity
in property quality even within small regions. Moreover, in decentralized assessment
systems the guidance value is the statutory tax base; meaning that the owner has no
reporting obligations. However, such individual assessments can be costly to imple-
ment and/or inaccurate given the scarcity of qualified assessors, and they can also be
subject to manipulation, for example when assessors are bribed to lower assessments
(Khan, Khwaja and Olken 2016). An alternative method of decentralized valuation is
the so-called “self-assessment” method proposed by Harberger (1965), which encour-
ages truthful self-reporting by giving the state the right to purchase the property at the
property owner’s self-assessed value.19

The Indian tax authorities (and many other jurisdictions, including, among others,
Brazil, Colombia, Mexico, Thailand, Indonesia, Philippines, and New Zealand, see Ap-
pendix Table A1) utilize an alternative “centralized” system of property valuation for
taxation purposes. In such systems, the authorities assign location-specific (usually
per-square-foot) valuations as a lower bound tax base for all properties in the physical
location, and periodically update these valuations as market prices evolve. The statu-
tory requirement is that owners report the true market value of their property, with
the tax base set as the maximum of the lower bound tax base (henceforth “guidance
value”) and the owner-reported value. The owner faces a penalty, typically a multi-
ple of the amount of tax avoided if they report a value lower than the true market
value (note that the true market value can be different from either or both of the guid-
ance and reported values). Owners also generally have some form of (costly) recourse
available to prove that lower valuations than the guidance value can be justified. Such
centralization is more cost-effective than property-specific assessments, and can lower
the probability of captured assessors. However, guidance values (especially when in-
frequently updated) can be inaccurate measures of market value.20

18 For example, the Danish system of tax assessor valuation at different points in time adopted both
property-specific and model-based property assessments (Andersen, Badarinza, Liu, Marx and Ra-
madorai 2022). In the United States, depending on the location and property type, local governments
often conduct comparable-sale based assessments to determine the tax base. See, for example, this de-
scription of New York state property taxes, accessed February 2023.

19 Chang (2012) argues that even with these incentives property owners in Taiwan greatly under-
reported property values, because the probability of the state actually exercising the right was too low.

20 In parts of the U.S., tax authorities apply formulaic growth rates to historical assessed values, which
is a similar approach (e.g., California’s Proposition 13, see http://Santa-Clara-property-assessments ac-
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Conversations with market participants, and reports from regulators in the Indian
centralized tax assessment system suggest that under-reporting follows a typical pat-
tern.21 The buyer (usually an individual) and seller (either an individual or a real estate
developer) of an apartment agree on a transaction price. If this price is higher than the
guidance value, to avoid taxes, they also agree to under-report the transaction price on
the registration document (a frequent choice is to report exactly the guidance value; in-
terviews with market participants suggest auditing is virtually non-existent as long as
the reported value equals or exceeds the guidance value.).22 To prevent detection of the
under-reporting by paper/digital trail, the gap between the transaction price and the
reported price is paid in currency notes; an alternative is that part of the true transac-
tion price can be misinvoiced as a higher “service charge” (this is especially prevalent
in individual-developer contracts). This ensures that the bank records associated with
the transaction are in agreement with the reported value on the registration, which is
important, since buyers and sellers are required to report their tax-identification num-
bers to enable cross-verification with transactors’ bank accounts. Typical methods of
obtaining large sums of cash include accrued currency from business operations, a se-
quence of smaller withdrawals from bank accounts over time, or writing a check as a
“gift” to a friend or relative in exchange for the cash. In some cases, cash funds can
also be sourced or earned completely outside the tax net; this is referred to as “black
money” in the Indian context.

3.2 Data

While market participants state that under-reporting is common, the general sen-
timent is that market prices are well understood, especially by developers and real

cessed February 2023.)
21 See, for example, https://timesofindia.indiatimes.com/blogs/law-street/

black-money-does-the-devil-lie-in-real-estate/. A similar discussion of under-reporting
real estate transactions in rural France is recounted in Mayle (2000): ”This is the two-price purchase,
and a typical example would work as follows: Monsieur Rivarel, a businessman in Aix, wishes to sell
an old country house that he inherited. He wants a million francs. As it is not his principal residence, he
will be liable for tax on the proceeds of the sale, a thought that causes him great distress. He therefore
decides that the official, recorded price—the prix déclaré—will be 600,000 francs, and he will grit his
teeth and pay tax on that. His consolation is that the balance of 400,000 francs will be paid in cash,
under the table. This, as he will point out, is an affaire intéressante not only for him, but for the buyer,
because the official fees and charges will be based on the lower, declared price. Voila! Everyone is
happy.”

22 While the law states that guidance values should be formulaic, following centrally assigned guid-
ance values, it is possible that the tax authority manually enters a valuation at their discretion. While
this practice was not mentioned in our interviews with market participants, Comptroller and Auditor
General of India (2016) discusses a few large transactions where the guidance value formulas were not
followed. As we have administrative data on guidance values, our method also detects under-reporting
arising from such inspector discretion.
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estate brokers. Brokers are even known to quote market prices based on the appetite
for under-reporting (i.e., a lower overall price for a higher cash share). However, it is
generally not an easy task (and one to our knowledge has not been undertaken) for
the tax authority to acquire systematic data on market prices (by interrogating brokers
and/or developers, or scraping and painstakingly matching data from online housing
listings) and conduct the kinds of comparisons that we undertake in this paper.23 We
now describe the specific data sources that we compile and merge for this purpose.

3.2.1 Registrar Data

The first dataset that we employ comprises real estate transaction registration doc-
uments from the Inspector General of Registration and Controller of Stamps (IGR),
Department of Revenue, Government of Maharashtra, India. For our analysis, the
important information in these documents is: 1) the reported property value; 2) the
guidance value; 3) the transaction tax paid; 4) the property’s floor space area; 5) infor-
mation about buyer and seller type (corporate or individual); 6) the transaction date;
7) the registration date. These data are publicly available from the registrar’s website,
and cover all available transactions between 2013 and 2018. See Appendix Section B.1
for a complete description of this data and example documents.

We augment the IGR administrative data with data provided by Propstack Analyt-
ics which cover the period from 2013 to 2022. Propstack is a for-profit real estate firm
that uses transactions to provide pricing and ownership information via its Zapkey
data platform.24 In addition to the IGR variables described above, Propstack Analytics
also provides us: 1) an indicator for whether a property was sold by the developer
directly (a ”primary” sale) or sold by an individual 2) the number of buyers 3) the
unit number 4) the floor number of the apartment 5) the name of the real estate project
associated with the transaction, and 6) the latitude and longitude of each project lo-
cation in Mumbai. Propstack covers all transactions reported in the IGR admin data,
thus resulting in no loss of information for our analysis. We further confirm that the
overlapping data from the two sources are identical, using a 10% random sample of
Propstack transactions between 2013–2018 which we find perfectly match IGR reports.
Figure A2 presents a comparison of aggregate counts of transactions and tax revenue
from the IGR data, Propstack Analytics, and the aggregate numbers of transactions re-
ported by IGR for the Mumbai Metropolitan Region—a region larger than the coverage
of our sample but the closest level of aggregation for comparison.25

23 Major listing websites include www.housing.com, www.99acres.com and www.proptiger.com.
24 See https://www.propstack.com/ and https://www.zapkey.com/ for details.
25 The government guidance value is determined by multiplying the guidance value (set on a per
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Between IGR and Propstack Analytics, the data cover the universe of registered
residential real estate transactions in Mumbai and Mumbai suburban areas from 2013–
2022 worth US$106.92 billion. This region is the most important metropolitan area in
the state of Maharashtra, a state that generates a quarter of India’s GDP. Our region
of study remits approximately 30% of the state’s total stamp tax revenues.26 There is
also comprehensive spatial information available for this region, which we use in our
empirical analysis.

3.2.2 Propequity Data

Our independent source of market price data (i.e., the proxy p measuring m) comes
from Propequity, a real estate analytics firm that maintains a subscription real estate
information portal for the Indian real estate market.27 Propequity is a for-profit an-
alytics firm that primarily earns revenue by selling access to its data products. The
subscribers are real estate public and private equity investors, banks and real estate
developers. The primary use case is to understand trends in local prices and quantities
for new residential projects being developed.

Propequity aims to provide data on all new real estate projects in India with po-
tential revenues over 10 million rupees (roughly US$ 200,000), with coverage varying
over locations. Over the time period 2013 to 2022 this dataset includes information
on approximately 11,930 real estate projects (each such project has multiple apartment
buildings which in turn have multiple apartment units) from the Mumbai and Mumbai
suburban regions. For each project we observe the following time-invariant character-
istics: longitude, latitude, a masked developer ID, the number and format of apartment
units and amenity information, date project units started being sold, date project con-
struction was completed, luxury status, and a few other features, in addition to an
estimated current sales price of the apartments in the project, which is the main vari-
able for our purposes. The quarterly price data are reported as the price per square
foot for a “base” level apartment in the building (i.e., excluding optional amenities like
parking spaces, higher floor levels, etc.).

These price data are sourced through two major methods: 1) physical visits to de-
velopers’ sales offices to collect pricing sheets for projects and 2) collecting developer-
emailed advertisements of projects, which report prices. Developers typically market

square meter basis for a given sub-zone × year within the city) by the area of the property. Additional
adjustments to the guidance value are made based on other features, such as the floor on which the
property is located or whether a parking spot is included with the property.

26 Region-wise stamp tax revenue sourced from https://igrmaharashtra.gov.in/dashboard_

Data_ArticlewiseAndYearwise.aspx?GvData=maharashtra.
27 https://www.propequity.in/
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their apartments at a per-apartment price. The data provider converts this to a per
square foot price using the developer’s reported “carpet” area per apartment, which
is the area of usable space within the apartment including interior walls, but exclud-
ing exterior walls, outdoor spaces such as balconies, and any public spaces within the
building. The provider uses these data to conduct valuations for banks that make mort-
gages, and note that in this context they are asked to provide an estimate of the total
value of the apartment, including both the reported value and any under-reporting to
avoid the transaction tax.28

These price data serve as our proxy p for m, the true market value of transactions
in the administrative data. We match Propstack transaction level data to Propequity
price data, using the name of the project in which the transaction occurs, and the lo-
cation (by latitude and longitude) every quarter. Of the total of 260,614 transactions
recorded in Mumbai and Mumbai suburban regions between 2013 and 2022, 60.01%
or 156,645 Propstack transactions are exact project-level matches to Propequity. We
match the remaining 40% of transactions to the most geographically proximate Prope-
quity project. Figure A3 documents the match quality in the data. Overall, 95% of all
registered transactions are matched to Propequity transactions within 500 meters of
the latitude-longitude of the purchase transaction, and we eliminate from our analysis
successful matches that are more than 1 kilometer away from the location of the associ-
ated Propstack transaction. Figure A4 shows the spatial distribution of the transactions
in our final sample for study.29 While the overall match quality is high, we carefully
investigate effects of measurement error in p in greater detail later in the paper.

Table 1 presents means, medians, and counts by year for our primary analysis vari-
ables. 71% of transactions are sales made by a corporate entity (typically a real estate
developer), with the rest made by individuals. The average property is 76 square me-
ters (818 square feet) in size. The average reported value r over the sample is US$
321,770. The average government guidance value c is 19% lower, at US$ 261,860, but
the average p value is higher, at US$ 367,290. Based on these raw averages we would
estimate an under-reporting rate of 12.4%, though we approach this more rigorously
below.

Appendix Figure A5 shows a binned scatter plot of p, r and guidance values c from
our main sample of 260,614 transactions. The p and r values are highly correlated with
c, suggesting that c values are set to match geographic variation in market prices. Re-

28 Propequity also reports an estimated number of units sold within the building in a given quarter.
As we have administrative data on sales from the registration documents, we do not use this information
in our main analysis.

29 As we describe later, for our mortgage analysis, we use IGR data between 2013 and 2018 augmented
with registered mortgage transactions. Appendix Section B.1 describes sample construction in detail.
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ported values r are lower on average than estimated market values p, but also strongly
correlated with them. As mentioned earlier, the positive relationship between p and
c lends credence to the idea that guidance values can be useful proxies for market
values in developing country cities where high quality individual transaction market
price data is not available (e.g., see Anagol, Ferreira and Rexer 2021, Tsivanidis 2019,
Gechter and Tsivanidis 2020, Harari and Wong 2018). We next turn to documenting
bunching and computing a measure of property value under-reporting using the data.

4 Empirical Results

The model implies that we should be able to infer households’ inaccuracy aversion
π(m, r, c), which we parametrize in our context as ρ0 + ρ1 ×

(
1+m−c
1+r−c − 1

)
by inspecting

the distribution of r around c. However, as the model shows, accurate inference also
depends on the relationship between c and the true market value m. If c and m are per-
fectly aligned, and reporting is completely truthful, we would still document bunching
exactly at c even without any under-reporting. This is our main identification chal-
lenge, i.e., the need to distinguish between bunching arising from misreporting and
bunching because government guidance values coincide with market values.

If we had access to a transaction-level measure of m, we could directly estimate
misreporting without inspecting bunching. That said, understanding how a bunching-
based strategy to detect misreporting would work with perfectly observed m is a help-
ful benchmark for evaluating how the strategy would operate in the more realistic case
of observing a proxy for m.

To fix ideas, consider a simplified version of the model that sets ρ1 to zero. This
results in a corner solution, where households either report r = c if they believe ρ0n <

1, or r = m otherwise. Let θ be the fraction of households who report r = c irrespective
of the true transaction price m. We refer to such households as “under-reporters,” and
the rest as “truthful reporters.” We describe below how to estimate θ from observed
bunching behavior using this simplified model, and later discuss how we use the full
model (i.e., with non-zero ρ1) to back out π(m, r, c) from under-reporting rates using
equation (2).

Let f j(m) be the probability density function of market values for all households
of type j, where j ∈ {under-reporter,truthful-reporter}. From the simplified model,
observing household i′s triple (m, r, c) reveals its (unobservable) type perfectly. If r = c
and m > r, then j = under-reporter. If r = m, then j = truthful reporter. θ (the share
of under-reporters) is then simply the fraction of all households with r = c and m > r.
The aggregate amount of under-reporting is the difference between aggregate m and
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aggregate r for households with r = c, because aggregate under-reporting for truthful
reporters equals zero, and all under-reporters bunch at r = c. At the bunch point c,
under-reporters are well identified.

Figure 3a simulates the distributions of r and m around c assuming that θ = 40%,
(m − c) ∼ N (µ = 1, σ2 = 10), and c ∼ N (µ = 10, σ2 = 1). The x-axis is r−c

c for the r
distribution, and m−c

c for the m distribution. The figure reveals substantial bunching of
r around c, with 40% of households with m ≥ c choosing to report c. The underlying θ

parameter can be backed out by inspecting how the (bunched) distribution of r around
c differs from the (smoother) distribution of m around c.

As mentioned, the extent to which the government-assessed values c track market
values m is a key confound. To evaluate this issue, we need an independent measure
of m which is neither r nor c. For now, Figure 3a is drawn under the assumption that
we have access to a measure p which is a perfect estimate of m. More realistically, p is
an imperfect proxy for m, as we later discuss in Section 4.2. With these ideas in mind,
we now turn to describing our baseline empirical results.

4.1 Baseline Results

Figure 4a plots the empirical distribution of r−c
c around zero; to our knowledge, the

first analysis of reporting behavior around guidance values in this or other markets.
The figure reports the number of transactions within 2% bins, with the bin around
zero ranging from -1% to +1%.

The plot reveals that 13.9% of households report more than 1% below the
government-assessed value; the average (median) r for this group is 24.9% (14.7%)
lower than c. On the face of it, this is evidence that c imperfectly tracks m, since a non-
negligible fraction of households is willing to pay verification costs to certify m < c.
Second, there is a clear spike in r at government-assessed c.30 The figure also shows
how our proxy for market value p varies around c. The plot is consistent with under-
reporting as predicted by the model, though a caveat is that we must assess the extent
to which p is a noisy proxy can affect this inference.

The green line with triangles in Figure 4a shows how p, the Propequity proxy for
market values is distributed around c. The p−c

c distribution shows no bunching at
zero, exhibiting a smooth distribution centered at roughly 30%. To the right of the
bunching region, the market value distribution resembles a right-shifted version of the
r−c

c distribution. To the left of zero, the distribution of p−c
c is close to the distribution

of r−c
c , which is consistent with buyers of properties with m < c truthfully reporting

30 Appendix Figure A6 presents a version of Figure 4a with one-tenth of 1% bins, showing that the
bunching of transactions at the guidance value is distinct and sharply identified.
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market value, though a small fraction of transactions has significantly lower r than
c. Relative to the distribution of r, the distribution of p has more mass between -0.25
and 0 away from c. One explanation for this, consistent with the model, is that there
are incentives to bunch at zero even for those transactions whose m < c. A second
explanation is that measurement error smooths the p distribution around c.

4.2 Estimating Under-reporting with Measurement Error in the Mar-

ket Value Proxy

As discussed earlier, the patterns documented in Figure 4a are consistent with
under-reporting, as shown in Figure 3a. These patterns are also potentially consis-
tent with no under-reporting in the special case when c perfectly tracks m and p, the
proxy for m, is measured with substantial error. To develop intuition, Figure 3 shows
two (extreme) simulations from the simplified model with π̂ set to zero. Both exhibit
bunching of r at c, but generated from very different levels of under-reporting. In the
“high under-reporting, without measurement error” case, θ = 0.4 (i.e., 40% of house-
holds under-report) under the assumption that p is an error-free proxy (i.e., p = m).
The excess bunching mass in this case is only due to under-reporting.

The figure shows that this bunching pattern can also be generated in a very different
“no under-reporting, with measurement error” case (i.e., θ = 0). This is possible if
government guidance values c exactly equal market values m. This could happen for
two possible reasons: 1) if the tax authority sets c values to perfectly match m; and 2) if
buyers and sellers perfectly anchor on c when negotiating m.

Assessing which of these scenarios is more consistent with the data is difficult be-
cause we do not directly observe m; we only observe p, the proxy of transaction prices,
which can be noisy. This leads to a confound since the excess bunching mass could
either be generated by under-reporting, or by perfect coincidence of c and m plus an
incorrectly measured counterfactual p which differs from m. The simulation is a stark
illustration of this confound to emphasize the point that bunching at c alone does not
perfectly identify under-reporting behavior. (Stark because we illustrate this using the
identical distribution of reported values around guidance values ( r−c

c ) and show it can
be consistent with θ = 0 or θ = 0.4). Appendix C describes the inputs to the simulation
in greater detail.

This confound is difficult to surmount since true transaction prices are generally
unobservable given incentives to under-report. Reliance on proxies such as the Prope-
quity measure that we use generate concerns of potential measurement error in such
proxies. Hedonic models unfortunately are generated using observed reported values
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and therefore do not offer a direct solution to this challenge. The next section discusses
our proposed solutions to derive sensible inferences in the face of measurement error.

4.2.1 Dealing with Classical Measurement Error: Aggregation

The first approach to distinguish the case with measurement error from genuine
under-reporting is to compare aggregated reported and market values by r−c

c bins. Fig-
ures 3b and 3d plot simulated aggregated reported and market values for the two
cases considered above (in Figures 3a and 3c respectively). In these figures, we sum
all measures of value (p, r, c, m) for the simulated transactions within r−c

c bins of 0.02
width. In both figures, the x-axis indicates the total reported value of transactions; for
example, in Figure 3b at zero, the blue bar is the sum of all r for transactions with
−0.02 ≤ r−c

c < 0.02, and the green bar is the total market value of transactions in each
r−c

c bin. In Figure 3d, we separately plot red bars, which show the sum of all p within
each bin.

In Figure 3b, with simulated high under-reporting, but no measurement error in p,
we can clearly see under-reporting in the zero bin, where aggregated r is substantially
lower than aggregated m (since there is no measurement error assumed, the sum of all
m also equals aggregate p). In contrast, in the simulation in which there is no under-
reporting, but substantial measurement error in p, Figure 3d shows that aggregated
m and aggregated noisy p are (approximately) the same within each bin. The insight
here is that aggregation within bins smooths out symmetric measurement error in p,
and allows us to observe differences between r and m. This allows us to distinguish
between the two cases, which are identical in the simulated count/bunching distribu-
tions plotted in Figures 3a and 3c. Put differently, truthful reporting with measurement
error will exhibit no mass difference between aggregated p and r, and under-reporting
will result in a mass difference between aggregated p and r in the central bin.31 Of
course, the data is likely to feature a mix of under-reporting and measurement error
in the proxy p for m, and Figure 3f shows that in the presence of both under-reporting
and measurement error, aggregation within bins smooths out measurement error and
still facilitates a direct comparison of the average differences between r and m.

This approach also allows us to answer the extent of measurement error needed in
our p measure to produce Figure 4a. To do so, we assume that ri = mi (truthful report-
ing, no under-reporting), that c perfectly tracks m, and we simulate Propequity prices
pi = mi + ϵi. We find that with these assumptions, p that are on average 15% above

31 Wider bins can, to a point, help us to smooth measurement error even further and better identify
under-reporting at the expense of moving away from the sharp point at r = c. Panels A and B of Ap-
pendix Figure A7 present aggregated estimates with bin-width set to 4% and 8% respectively, confirming
this in the data.
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m, with a standard deviation of 15% can replicate Figure 4a. This result illustrates
the challenge in estimating under-reporting based purely on inspecting bunching in r
around c versus that in p, though it relies on the strong assumption that c = m.

Figure 4b applies the aggregation procedure to the actual data, plotting aggregated
reported and Propequity values in the data by r−c

c bins. The green triangles indicate
the total amount of Propequity estimated value (p) transacted amongst transactions
within a 0.02 width r−c

c bin, and the blue dots indicate the total value reported (r) for
the same set of transactions within the r−c

c bin. The figure is consistent with Figure
3f, i.e., we confirm that there is under-reporting using the aggregation approach, and
the figure reveals that the largest amount of unreported value (the differential between
aggregated r and p) comes from bunching transactions that report r exactly equal to c.
It is also worth noting that in Figure 4b, the overall overlap of the p and r distributions
is tighter than in the plot of transaction counts in Figure 4a, with the sharpest deviation
evident between the distributions at exactly c. This pattern is more closely consistent
with the “two-type” simplified model (i.e., assuming π̂ = 0) presented in the begin-
ning of this section, which predicts an atom of mass in the distribution of r at c and a
smooth distribution that is closer to p otherwise.32

The figure also reveals that there is a monotonic decline in the gap between m and
r as r increases to the right of c. For buyers who report more than 50% above the guid-
ance value, there is no visible gap between aggregate reported value r and estimated
market values p. Going back to our model, this finding suggests heterogeneity in π̂

across the r−c
c distribution that results in buyers reporting more truthfully as we move

away from c. Overall, when we aggregate the rupee value of under-reporting across
all bins in Figure 4b, we estimate |455.1 billion (US$9.1 billion) in under-reported real
estate value in our sample over the period 2013-2022.

Figure 4c directly shows the fraction of estimated market value under-reported by
r−c

c bin. Transactions with r up to 50% lower than c have an estimated under-reporting
rate of roughly 20% on average.33 There is a sharp discontinuity at zero and a marked
change in slope as we move to transactions that report r > c, with estimated under-

32 For bins with r−c
c < 0 (i.e. transactions with reported values less than guidance values) the blue

circles in Figure 4b aggregate c. This is because if r < c the tax base is effectively c, i.e., the guidance
value, since the government assesses taxes at c pending a successful appeal. Appendix Figure A8 re-
places the blue circles in Figure 4b with the total r within each bin, which means that to the right of zero,
these figures are identical, but will differ to the left of zero. The figure shows that the total aggregated r
values in the bins immediately to the left of zero are lower than that implied by p, consistent with a low
probability of successful appeals (i.e., π2 is low), leading buyers in this range to bunch at c.

33 Note that these transactions are measured as reporting the guidance value (because when r < c the
tax base is assumed to be c). A caveat is that it may be that for some of these transactions, m < c and
buyers disputed the accuracy of the government-issued guidance value c, so the under-reporting rate at
zero (i.e., r = c) is potentially more accurate as it is less subject to this confound.
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reporting dropping to zero for transactions that with r 50% above c. For properties that
report 60% above c, we estimate negative under-reporting (i.e., over-reporting) rates,
although these estimates are based on a relatively small number of transactions (the
counts per bin in this region are shown in Figure 4a), and the 95% confidence interval
includes zero.34

Biased Measurement Error: While our aggregation approach helps to assuage con-
cerns of classical/symmetric measurement error, it is possible that measurement error
can be biased. Appendix Section D explores this issue further, estimating the form that
measurement error would be required to take to explain the empirical patterns we ob-
serve. We conclude that for biased measurement error to drive our results, we would
need to attribute the bunching patterns that we observe in r around c solely to truth-
ful reporting, and assume that measurement error in the p proxy perfectly mirrors the
“excess bunching mass” identified in Figure 4b, which seems implausible.

We pursue this investigation further below, however, where we describe additional
approaches to addressing potential measurement error in our proxy p for m.

4.2.2 Exact Matching of Propequity Projects to Transactions

A different way to assess the importance of measurement error in p is to focus on
a subset of the data that has plausibly less measurement error. Appendix Figures A11,
A12 and A13 present counterpart results to our analyses in Figures 4a, 4b and 4c esti-
mated on a restricted dataset of the 60% of transactions where there is an exact match
between building names in the Propequity data and the Registrar transactions data.
To the extent that measurement error arises from imperfect matching across buildings
(e.g., transactions in older buildings being matched to new luxury building launches in
Propequity) we expect this sample to be less affected by measurement error. Appendix
Figure A11, the replication of Figure 4a, exhibits a very similar shape to the full sample
version, indeed the bunching patterns appear slightly sharper (bins just to the right of
zero do not show as much increase in mass as the bins just to the right in the full sam-
ple version). The shape of estimated levels of under-reporting by bin is essentially the
same (Appendix Figure A12 versus 4b), but the exact match sample levels are lower
in some bins.35 Overall, the aggregate under-reporting rate in the exact match sample

34 Within each bin, we sample with replacement the same number of observations. This allows us to
compute the aggregate values and under-reporting rates for different samples. We then compute the
bootstrapped standard errors and then construct the 95% confidence intervals reported in Figure 4c. We
use the same procedure for the full sample, and also in other cases where we construct standard errors
in this paper.

35 For example, in the exact sample match the estimated under-reporting rate when r−c
c = 0 is ap-

proximately 0.2, whereas it is 0.25 in the full sample.
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is 9.48% (95% bootstrapped C.I. = [9.37%,9.48%]), which is similar to the full sample
estimate of 10.94% (95% bootstrapped C.I. = [10.8%, 11.31%]).

4.2.3 Stale Guidance Values

For measurement error to explain our results rather than under-reporting, c must
perfectly track m across both time and space to explain visible bunching of r at c. How-
ever c is set in a geographically coarse manner, and infrequently updated. Over the
sample period, real estate prices have grown substantially, with growth rates that vary
considerably in different Mumbai sub-regions, making it implausible that c perfectly
tracks m over time given the government’s process for setting c. Moreover c is set at a
relatively broad geographical level. Given the considerable spatial variation of prop-
erty values, it is also implausible that c perfectly tracks m spatially. In the data, c per
square meter values are very close or the same for all properties within each sub-zone
(the average (median) subzone in the data is 686,818 (264,136) sqm).36 This means that
a single guidance value for a large region is unlikely to be an accurate reflection of the
full distribution of the true value of the assets in that region at any given point in time.

Despite these issues, it might still be the case that c values are set carefully to match
the first spatial moment of m. However, if this is true, the mass of transactions happen-
ing at prices above (infrequently updated) c will rise or fall over time as house prices
grow or shrink on average given regional and aggregate price variation. This gener-
ates a concrete prediction. If reporting is truthful, with such time-variation we would
expect to find the greatest bunching of r at c immediately after c values are updated
(i.e., when c is closest to m), and a gradual decline in bunching as m drifts away from
c before c is updated again. If counterparties anchor m at government-determined c, a
similar prediction obtains, as the accuracy and relevance of c might be expected to be
highest immediately after it is updated. Moreover, infrequent updates in the presence
of anchoring can create incentives for sellers to wait for c values to increase, as it could
allow them to negotiate for substantially higher prices (in the three years we observe
guidance value changes the average increase were 14.4 %, 10.5 %, and 6.98 %, see Table
B1).37

36 The guidance values do incorporate some adjustments for whether a building is categorized as
luxury, the floor the apartment is located in, and whether a parking space is included; but these are
all categorical adjustments that are essentially swamped by the price variation within locations across
buildings.

37 Even if sellers believe demand will be lower after c increases, they should be able to obtain some
of the surplus generated by transacting at lower c values in the present by waiting and transacting at
higher future c values tomorrow. Such arguments depend on discount rates and demand and supply
elasticities and there are possibly constellations of parameter values that can deliver greater bunching
prior to c value changes under truthful reporting. Ultimately, given further evidence described below,
Occam’s razor suggests that such arguments are potentially less plausible than under-reporting being
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In contrast, if buyers and sellers under-report to evade taxes, and with the dates
of c changes publicly announced in advance, we would expect that bunching would
be greatest immediately before any increases in the government-assessed value. If c
predictably increases, there is a predictable jump in the tax burden incurred by under-
reporting the transaction value at r = c immediately after the rise in c as opposed to
immediately before the rise in c, delivering a strong incentive to under-report prior to
the change in c.

In the data, Figure A14b documents behavior that is consistent with the under-
reporting explanation, and inconsistent with either the measurement error or anchor-
ing explanations. The figure shows that bunching mass at r = c spikes immediately
prior to scheduled guidance value changes but there are no corresponding spikes in
the third-party estimated proxy p.38 While this is clearly evident in the plot, it is diffi-
cult to draw strong conclusions relative to the month-by-month variation overall from
pure visual inspection. Table A2 therefore estimates a regression model in which we
explain the under-reporting rate using a time-trend and month of year fixed effects,
and check whether the under-reporting rate varies in months prior to assessed value
changes. The table shows that under-reporting rates are indeed approximately 6 %
higher (statistically significant at the 5% level) in months prior to changes in assessed
values c. This is a large increase in under-reporting relative to the sample average
under-reporting rate of 6%.39

Finally, more support for the under-reporting explanation is provided by Figure
A15, which uses the observed agreement date and the registration date for each trans-
action in the data to check for backdating behavior. The figure shows that there is a
clear pattern of backdating agreement dates just prior to guidance value changes to
take advantage of lower guidance values.

4.2.4 High-Frequency (Daily) Reporting Behavior

Figure A16 studies daily reporting behavior around scheduled guidance value
changes (as indicated by the green vertical lines in A14a).40 Figure A16a shows a
large spike in registered transactions on the day directly before the scheduled guid-

higher amongst buyers who backdate transaction times to take advantage of infrequent updates.
38 The guidance values were increased in 2014, 2015 and 2016. The Maharashtra government chose

not to increase the guidance values in 2017, 2018, 2019 and 2020, and decreased the rate as a result of the
pandemic in 2021.

39 This sample average is the simple average under-reporting rates across transactions; this differs
from our aggregate under-estimating estimate of 10.94% because it does not weight transactions by
their size.

40 The dates of scheduled guidance value changes have moved around over time and are not always
on 1 January each year. This reduces concerns that these dates coincide with policy announcements that
are routinely made at the turn of the year.

28



ance value change, Figure A16b shows that the bunching rate for the large number
of transactions registered right before the guidance value increase is approximately
10% higher, and Figure A16c shows the fraction of transactions registered below the
guidance value which also shows an increase in the days prior to the guidance value
change. These results suggest that even non-bunching transactors prefer to avoid the
new guidance values which are expected to increase their tax burden. This could hap-
pen, for example, if the new guidance values are above what buyers planned to report.

5 External Constraints and Incentives to Misreport

Having developed and checked the robustness of our novel approach to detecting
under-reporting, in this section, we briefly explore the effects of different economic
incentives on misreporting behavior.

5.1 Seller Type and Under-reporting Behavior

5.1.1 Developer vs. Resales

The data allow us to classify transactions into primary sales made by developers,
and those that occur in the secondary market, i.e., resale transactions. Given that
firms interact with many buyers, there is greater risk that one buyer may whistle-
blow under-reporting behavior leading to an audit or detection, similar to the logic
of Kleven, Kreiner and Saez (2016), who argue that under-reporting of wages is lower
amongst large firms because of the greater risk of a disgruntled employee revealing
the under-reporting collusion.

Figures 6a and 6b show the count of developer sales and resales by r−c
c bin respec-

tively. The bunching amongst developer sales is “sharper,” in the sense that the in-
crease in transactions exactly in the bunching bin is high relative to nearby bins. Bunch-
ing amongst resale transactions is also apparent, but counts decline more smoothly as
we move away from the bunching bin. Figures 6c and 6d show the bin aggregated
reported and market values for developer sales and resales. Figure 6e shows bunching
behavior as a fraction of total transactions, so the developer and resale curves are com-
parable. There is more bunching for resale than for developer driven transactions, con-
sistent with Kleven, Kreiner and Saez (2016). Figure 6f shows under-reporting rates by
r−c

c bin for developer sales and resellers. Both types of sales show substantial bunching
at r = c, and a similar pattern of under-reporting by r−c

c bin. While our overall under-
reporting rate is not solely driven by resale transactions, we do see more bunching and
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under-reporting for resale transactions.41

5.1.2 Heterogeneity by Transaction Amount

Are under-reporting rates higher for larger value transactions that may be more
visible to the tax authorities? Figure A25 presents corresponding figures on densities,
bin-specific aggregates of reported versus market values, and under-reporting rates,
for transactions with above and below median guidance values. We find that smaller
sized transactions show a more substantial jump in the under-reporting rate when
r = c, consistent with the idea that larger value transactions are harder to under-report.
These results are consistent with our findings in Appendix Figure A26, where we see
higher reporting elasticities for low versus high valued transactions.

5.2 Financial Constraints, Mortgages, and Under-reporting

Nearly 60% of all transactions in the Mumbai sample report values extremely close
to our proxy p for market value. While heterogeneous inaccuracy-aversion π(m, r, c)
can rationalize these findings, as we note earlier, there are likely other equally impor-
tant incentives that drive truthful reporting. One particularly important non-penalty
driven incentive in our extended model is the desire to alleviate financial constraints
when borrowing to fund a purchase transaction.

Mortgage lending policies in India (and indeed in many other jurisdictions) often
take the official reported/registered value of a property into account when undertak-
ing credit-screening, thus linking the decision to under-report with the extent of fi-
nancial constraints. More specifically, in our context, many banks in India, including
the largest national lender, the State Bank of India, are only prepared to lend up to
the reported value r. One important incentive to truthfully report, therefore, is gen-
erated by the desire to unlock greater mortgage financing. The resulting prediction
is that we are likely to observe less under-reporting for borrowers that are financially
constrained and require mortgage financing, and thus a reduction in the extent of ob-
served bunching if our proxy is an accurate reflection of under-reporting behavior. In
support of this idea, Appendix Figure A27 presents the relationship between the per-
centage of mortgages in each (r − c)/c bin in Figure 4 and the under-reporting rate
within each of those bins. The figure shows a strong negative relationship between the
incidence of mortgage-based transactions and the under-reporting rate, with a slope of
−0.018(s.e. = 0.005) and an R2 of 22%.

41 In Figure A24, we re-estimate Figure 6 for a sample since January 2019, after which all transactions
have been successfully classified as either developer or resale. The patterns are broadly similar and
more precise.
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To pursue this more formally, we use the extended model framework in Section
2.1.3 with π(m, r, c) := ρ0 + ρ1 ×

(
1+m−c
1+r−c − 1

)
. The optimal reporting behavior for

individual taxpayers governed by equation (6) will now be:

r∗ = (c − 1) + (1 + m − c)×
(√

nρ1

1 + n(ρ1 − ρ0)− µ
τ (1 − γ)

)
(12)

Although optimal reporting depends on the standard parameters, with external
financial constraints, the loan-to-value ratio (1 − γ) and the tightness of the financial
constraint µ become important drivers of this behavior. Importantly, both (1 − γ) and
µ drive reported values closer to the true market values of the transaction, in line with
our empirical presentation in Appendix Figure A27.

To further test the implications of this simple application of our extended model,
we require data on mortgages. In our setting, mortgages also have to be reported to the
registrar, but to make progress, we must match transactions and mortgages, which are
separately reported to the registrar. Using the administrative data, we undertake this
matching exercise, and we are able to match roughly 31,000 reported transactions to a
mortgage.42 We assume that any transaction that is unmatched to a mortgage trans-
action has a loan-to-value (LTV) ratio of zero, since this biases us against finding any
differences between zero LTV and positive LTV transaction samples (this mechanically
makes the zero LTV sample more similar to the positive LTV sample, because some of
the zero LTV sample likely have a positive but unmeasured LTV).

Given our constrained data environment, any test can only be conducted using
a very small sample since we are only able to match 8,913 of the 31,000 mortgage-
matched transactions to a Propequity value p. To more fully utilize the matched data,
we take a different approach, plotting how bunching behavior varies with loan-to-
value ratios for the full set of 31,000 matched mortgage transactions. Figure 7a shows
that transactions with progressively higher loan-to-value ratios tend to exhibit less
bunching and that this relationship is monotonic. This finding is consistent with the
model’s prediction that incentives to relax credit constraints (higher reported values
lead to the possibility of greater mortgage loans) cut against incentives for tax evasion.
The magnitudes are sizeable—low loan-to-value loans are approximately 10 percent-
age points more likely to bunch than transactions associated with a high loan-to-value
mortgages. As we do not utilize exogenous variation in credit constraints here, we
note that this result could also be driven by a negative correlation between preferences
for tax evasion and agents’ credit constraints.

42 We describe this matching process in detail in Appendix Section I, but note here that there are 78,414
mortgages which are not matched to transactions, which means there is likely measurement error and
potentially selection in the mortgage-matched sample.
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In Figure 7b, we split the matched mortgage-registered transaction sample based on
the organizational structure of the lending bank (we observe the identity of the bank in
the administrative data). We find that transactions associated with mortgages from co-
operative banks demonstrate the greatest extent of bunching, followed by banks which
we were unable to perfectly classify, then public sector banks, and finally, the lowest
levels of bunching are observed in private and foreign banks. This heterogeneity can
be attributed to both self-sorting of different types of borrowers to different types of
banks, as well as by borrowers under-reporting more or less depending on the lending
bank’s credit-screening policies. Sorting of borrowers across banks could be driven
by borrowers choosing different types of banks, or by banks having different lending
rules which ex-post lead to selection in the type of borrowers at different banks. Con-
ditional on a borrower matching with a bank, the bank may also have different rules
which encourage different reporting amounts for the same borrower. For example,
some banks will only lend up to the reported value on the sales deed, while others
will lend based on their own assessment. Overall, these results are consistent with
bank culture being correlated with borrower type along the dimension of property tax
under-reporting. For example, Mishra, Prabhala and Rajan (2022) show that public-
sector Indian banks appear to have laxer credit screening standards and slower tech-
nology adoption than private sector Indian banks, resulting in higher non-performing
borrowers for the public-sector banks, and link this finding to differences in organiza-
tion culture.

Finally, Figure 7c presents bunching behavior for the same group of 31,000-odd
transactions with mortgages, but splits the sample by the average non-performing loan
(NPL) rate (over the period 2013-2018) of the lending bank to focus more closely on a
possible credit-screening channel. The figure shows that loans issued by banks with
the highest NPL rates also exhibit the greatest amount of bunching. This correlation
could be generated by borrowers that are more likely to default also being the types
who under-report, other types of selection correlated with banks’ differential lending
process, or borrower selection into banks that have more lax screening of borrowers
and collateral.

6 Structural Estimation

6.1 Estimating Misreporting Aversion

In this section, we structurally estimate the distribution of the behavioral param-
eter ρ1, which governs misreporting aversion and ultimately, r∗. We then use these
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estimates to structurally estimate ψ, the extent to which the government cares about
inaccuracy when setting tax policy.

Individual reporting behavior ρ1: We continue to define households’ inaccuracy
aversion π(m, r, c) := ρ0 + ρ1 ×

(
1+m−c
1+r−c − 1

)
. In the Mumbai context, the penalty

multiplier n = 4, and we assume that ρ0, the “objective” base rate of audit is zero.
We also assume that appeal-aversion ω(m, r, c) is a scalar, and high enough for a large
enough segment of the population that it is generally true r = c when m < c—this
means that we essentially match the observed distribution of r > c.43

We assume that there is an underlying distribution of ρ1 driven by differential
propensities to either adopt or shun misreporting property values. We match r∗ from
the model with observed r in the data by varying the distribution of ρ1. To minimize
parameters, we model ρ1 as a χ2(κ) distribution, and grid search for κ, minimizing the
following loss function: √√√√ 1

K

K

∑
k=1

(rk − r∗k )
2, (13)

where k are the 2% (r−c)
c bins from −1 to 1, rk is the total observed reported value

and r∗k the total model-implied reported value within each bin for a given κ in equation
(13). Figure 8a presents the best model fit with κ = 0.5757. The green dots are the
estimates of counts within each 2% bin implied by the model, the blue triangles are
the observed counts from the data, and the red left-triangles plots the counterfactual
market value distribution. Figures 8b and 8c present the aggregate values and under-
reporting rate that are untargeted moments from the data. Overall the model fit to the
data is robust, although there are some level differences in the under-reporting rate
between the model and the data.

6.2 Estimating the Government’s Inaccuracy Penalty

Comparative Statics: To help develop intuition, Figure 2 presents some comparative
statics for optimal government policy in this framework.

43 When m < c, we assume that ω(m, r, c), the appeal-aversion parameter is π2, the subjective prob-
ability of a successful appeal to the tax authority that m < c. This minimization problem gives rise to
a corner solution. When the expected tax burden π2τ is greater than the expected cost of appeal π2t,
buyers report m, otherwise, buyers report c. We assume that t > τ. In this framework, buyers do not
have an incentive to under-report when m < c as they are likely to be discovered when they appeal.
Therefore, the r∗ = m with the individual paying the tax rate τ at c.
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We first set ζ(r∗(m, c)− m) to the baseline case of ψ | r∗(m, c)− m |, meaning sym-
metric concern from the tax authority for over- and under-payment. Figure 2a shows
the optimal guidance value c∗ for various levels of the inaccuracy weight parameter
ψ in this case. When ψ increases, authorities lower c∗. Given the structural estimates
of π(m, r, c), large values of m are less likely to under-report allowing the tax author-
ities to focus on lowering c∗ to focus on the over-payers. However, the c∗ converges
to a constant with increases in ψ, suggesting that under a symmetric ζ(.), there is little
room to lower c∗ without hurting the revenue maximization objective. In Figure 2b,
we check the robustness of this finding to the alternative assumption that the misre-
porting aversion parameter ρ1 is drawn from a χ2(0.57 +

√m
m̄ ), where taxpayers with

m over the average m in the market are more averse to inaccurate reporting of their
asset value. While the magnitude of c∗ is lower in this case, the patterns are broadly
similar.

Figures 2c and 2d vary n, the penalty multiplier set by the government and ρ0, the
base rate of inaccuracy aversion respectively. Increases in n generate lower levels of
c∗ when ψ = 5. The base rate ρ0 has much the same pattern, although the changes to
c∗ are more muted, suggesting that interventions to boost ρ0 are less likely to improve
revenue maximization whilst minimizing inaccurate taxation.

Figures 2e and 2f relax the symmetric ζ(r∗(m, c)− m) assumption. We assume in
turn that the tax authorities care only about under-payers, i.e., set | r∗(m, c)− m |= 0
when m < c in panel (e); and that they only care about over-payers, i.e., set | r∗(m, c)−
m |= 0 if m ≥ c in panel (f). We vary ψ, the weight on the inaccuracy component of the
government’s objective function to understand its effects on c∗. When the authorities
only care about under-payers, they are no longer constrained and can set c∗ very high,
simultaneously fulfilling their objectives of 1) maximizing revenues and 2) driving out
under-payers. However, when they care only about over-payers, c∗ falls rapidly to
values much lower than under the symmetric ζ(.) case.

Structurally estimating government’s weight on inaccuracy ψ: We structurally esti-
mate ψ by fixing the inaccuracy penalty ζ(.) function to be asymmetric, assuming that
the government cares only about over-payers, and not about the under-payers as in
equation (14) below.

ζ(r∗(m, c)) :=

0 if m ≥ c

ψ | r∗ − m | if m < c
(14)

We further assume that the government’s weighting ψ does not differ across re-
gions, i.e., it is the same for entire whole city of Mumbai.
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We set as our target moments the observed guidance values cst for all sub-zones s in
all years t in our data. We then estimate c∗ from equation (11), and vary ψ to minimize
the distance between observed and model-implied guidance values:

min
ψ

√
∑(C∗

st(ψ)− Cst)2ωst (15)

ωst represents weights for each subzone s and time t. For simplicity, we place
greater weight on sub-zone × year with more observations than those with fewer ones,
a simple form of inverse-variance weighting.

We assume that the extensive margin elasticity to c is zero—in support of this as-
sumption, Appendix Section H presents evidence that in the case of Mumbai, revisions
to c do not result in any meaningful changes to the total volume of transactions. We
also assume when structurally estimating ψ that while the government does not ob-
serve the true values m for every transaction, they do observe the m distribution for
the newly-launched projects in Mumbai, and the reported value distribution r for other
transactions. To operationalize this assumption, we use a mixture of these two distri-
butions, m for the transactions with an exact match in the data, and r for those with
non-exact matches in the data.

Our structural estimate of ψ = |4.75.44 This estimate represents a very high aver-
sion to inaccuracy on the part of the government, more specifically, we estimate that
the government is very averse to having taxpayers over-pay relative to their “fair” tax
obligation. In economic terms, we estimate that the government is willing to pay |4.75
per |1 of over-payment.

Model Insights and Out-of-Sample Evaluation: To evaluate our model-implied es-
timates, we conduct an out-of-sample forecasting exercise. For each sub-zone × year,
we compute the optimal c∗ implied by the optimal estimate of ψ leaving-out the year in
question. For instance, for the year 2016, for each sub-zone in the data, we structurally
estimate ψ and an associated c∗ using all data other than observations from 2016, and
analogously for the other years. We then use the distance between this model-implied
c∗ and observed 2016 c for each sub-zone to forecast revisions to c over the next year
(2017 in this case) out-of-sample.

Figure 9 presents our findings from this out-of-sample evaluation of our model.
Figure 9a plots a histogram of the difference between the model-implied c∗ and the
actual c in the data. The modal observation is centered around zero, meaning that
our estimates of c∗ well approximate the policymaker’s decision rule. There is also

44 We plot the loss function and the maximized value in Appendix Figure A28.
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significant mass to the right of zero, i.e., there are many sub-zone × year c observations
in the data that are low relative to the model’s estimated c∗.

Figure 9b presents the average distance within each decile of the distance to c∗,
and the bottom sub-plot presents the average guidance value rate increase the follow-
ing year, relative to the year’s mean increase, within each decile.45 The figure shows
that both upward and downward revisions are well-predicted by deviations between
model-implied c∗ and actual c. While our directional forecasts are broadly in line
with the data, the magnitude of observed revisions are small relative to our model—
suggesting that there are other factors at play to explain quantitative responses than in
our simple structural model.

7 Conclusion

We develop a new framework for optimal taxation and enforcement when poli-
cymakers care about both welfare maximization and tax accuracy. This framework
accommodates the widespread sentiment that there is value in reducing tax noncom-
pliance separate from the revenues raised, and correspondingly, there is a cost to over-
collecting revenues beyond what is legally owed. Our model formalizes these senti-
ments by adding a priority for tax accuracy in the policymaker’s objective function.

We apply this framework to the empirical setting of property transaction taxes in
Mumbai with self-reported transaction values. We recover the degree of misreport-
ing, and the elasticity of misreporting and transaction volume to enforcement, based
on the degree of bunching in reported valuations around government-assessed guid-
ance values which serve as a floor on the tax base. Existing policy suggests a strong
preference against tax inaccuracy—and especially against tax overcollection—on the
part of policymakers. We also find evidence of a strong correlation between the degree
of bunching of reported property values at guidance values and features of mortgage
contracts–such as the LTV ratio on the loan, and the identity and financial health of the
bank issuing the loan–on these properties. This relationship is intriguing, and suggests
a link between the quality and extent of financial screening and household incentives
for tax evasion, a link we believe should be explored more carefully and fully going
forward.

45 Appendix Table A3 confirms these visual results in a regression.
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Figure 1
Optimal Government Policy: An Illustration

The two panels present distribution of market values in the asset market with two different
guidance value cut-offs for c.

41



(a) Optimal guidance value for different ψ (b) Optimal guidance value by ρ1(m)

(c) Optimal guidance value for different n (d) Optimal guidance value by ρ0

(e) Optimal guidance value when only
under-payers matter

(f) Optimal guidance value when only
over-payers matter

Figure 2
Comparative Statics: Optimal Government Policy

Panel(a) presents the comparative statics for optimal guidance value varying ψ, the inac-
curacy penalty, panel (b) when ρ1 ∼ χ2(0.57 +

√
m/m̄) (once again, varying ψ), panel (c)

for various values of the penalty parameter n, panel (d) by various base rates of inaccu-
racy aversion ρ0, panel (e) when only under-payers matter (therefore finding the guidance
value should be as high as possible, so as to avoid under-payers) and panel (f) when only
over-payers matter.

42



−1.0 −0.5 0.0 0.5 1.0

0
50

0
15

00
25

00

Bin

C
ou

nt
(r1 − c)

c
(m1 − c)

c

(a) High under-reporting, without
measurement error

0
10

00
0

20
00

0
30

00
0

−
0.

48
−

0.
44

−
0.

4
−

0.
36

−
0.

32
−

0.
28

−
0.

24
−

0.
2

−
0.

16
−

0.
12

−
0.

08
−

0.
04 0

0.
04

0.
08

0.
12

0.
16 0.

2
0.

24
0.

28
0.

32
0.

36 0.
4

0.
44

0.
48

Total r1 by bin
Total m1 by bin

(b) High under-reporting, without
measurement error

−1.0 −0.5 0.0 0.5 1.0

0
50

0
15

00
25

00

Bin

C
ou

nt

(r2 − c)
c

(m2 − c)
c

(p2 − c)
c

(c) No under-reporting, with measurement
error

0
10

00
0

20
00

0
30

00
0

−
0.

48
−

0.
44

−
0.

4
−

0.
36

−
0.

32
−

0.
28

−
0.

24
−

0.
2

−
0.

16
−

0.
12

−
0.

08
−

0.
04 0

0.
04

0.
08

0.
12

0.
16 0.

2
0.

24
0.

28
0.

32
0.

36 0.
4

0.
44

0.
48

Total r2 by bin
Total m2 by bin
Total p2 by bin

(d) No under-reporting, with measurement
error

−1.0 −0.5 0.0 0.5 1.0

0
50

0
15

00
25

00

Bin

C
ou

nt

(r3 − c)
c

(m3 − c)
c

(p3 − c)
c

(e) High under-reporting, with measurement
error

0
10

00
0

20
00

0
30

00
0

−
0.

48
−

0.
44

−
0.

4
−

0.
36

−
0.

32
−

0.
28

−
0.

24
−

0.
2

−
0.

16
−

0.
12

−
0.

08
−

0.
04 0

0.
04

0.
08

0.
12

0.
16 0.

2
0.

24
0.

28
0.

32
0.

36 0.
4

0.
44

0.
48

Total r3 by bin
Total m3 by bin
Total p3 by bin

(f) High under-reporting, with measurement
error

Figure 3
Simulation Results

r1 and m1 are reported and transaction values in the high under-reporting case. r2, m2 and
p2 are reported, true transaction, and noisily measured transaction price variables for the
no under-reporting case. r3, m3 and p3 are reported, true transaction, and noisily measured
transaction price variables for the high under-reporting case with measurement error. c is
the guidance value. Measurement error refers to noise in our estimates of market prices
relative to the true unobserved market price.
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Figure 4
Main Results

The blue line/circle shows the distribution of reported values across 2% reported value
bins, where a reported value bin is measured as a deviation from the guidance value. The
green line/triangle shows the distribution of our noisily measured estimate of the market
price (the Propequity values) for the same underlying set of transactions reported in the
blue line/circle. The blue circles in (c) present the under-reporting rate within 2% reported
value bins. Vertical bars represent 95% bootstrapped confidence intervals.
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Figure 5
Reporting Behavior in Months Around Demonetization

Figures 5b and 5c present the fraction of sample in each (r − c)/c bin.
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Figure 6
Developer vs. Resale Heterogeneity

See Figures 4a, 4b and 4c for detailed descriptions.
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(b) Bank Type Bunching Heterogeneity
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Figure 7
Heterogeneity by Mortgage Status

Panel (a) shows the distribution of transactions across 2% reported value bins, where re-
ported value is measured as the percentage deviation from the guidance assessed value.
The sample in (a) includes 187,999 transactions in Mumbai and Mumbai suburban dis-
tricts from the IGR data until 2019. Panel (b) shows the distribution of transactions by the
ownership structure of a bank making an associated mortgage - the sample here is 32,166
transactions where we were able to successfully match a mortgage. Panel (c) uses the same
sample as panel (b) but presents distributions based on the terciles of the average non-
performing loan rate of the associated bank.
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(a) Count Distribution

(b) Value Distribution

(c) Under-reporting Rate

Figure 8
Structural Estimation: ρ1 and Model Fit

Panel(a) presents the model fit to the targeted moment, the distribution of transaction
counts in 2% bins. Panel (b) and (c) present the model fit to the untargeted value dis-
tribution and the under-reporting rate.
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(a) Distance to c∗: Histogram

(b) Predicting Revisions in c by distance to c∗

Figure 9
Predicting Revisions in c

Panel(a) presents the histogram of distance between c∗ and c, while Panel (b) presents the
average distance within each c∗ distance bin (top sub-panel) and the revision in the bottom
sub-panel.
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Reported Value Guidance Value Propequity Value Primary Transaction = 1 Area (sq M)
No. Obs.’000s USD ’000s USD ’000s USD

Mean Median Mean Median Mean Median Mean Median Mean Median

2013 275.66 173.01 208.71 146.04 326.32 205.23 0.66 1 85.55 76.58 13,648
2014 313.27 195.57 234.15 158.61 362.44 225.50 0.69 1 88.75 75.14 17,213
2015 319.13 203.41 251.66 175.52 362.99 243.08 0.70 1 83.16 72.46 20,615
2016 315.70 205.50 258.22 175.88 363.41 241.19 0.70 1 79.13 69.90 23,803
2017 337.22 220.00 289.13 194.27 386.11 258.64 0.74 1 78.00 68.82 31,104
2018 324.03 212.86 264.82 175.48 367.51 243.07 0.76 1 73.53 65.04 38,228
2019 315.59 215.04 254.19 171.50 360.73 245.33 0.73 1 71.02 62.97 30,602
2020 320.36 210.00 266.78 172.50 371.71 241.19 0.72 1 71.35 62.34 30,289
2021 334.36 212.52 274.85 177.39 374.59 246.06 0.68 1 72.21 62.15 49,663
2022 324.45 220.00 257.77 176.44 355.16 240.91 0.63 1 68.14 60.57 5,449

Total 321.77 210.00 261.86 174.42 367.29 242.02 0.71 1 76.06 66.28 260,614

Table 1
Summary Statistics on Transactions

The table reports summary statistics for the set of transactions that is either matched to the
same project from Propequity or to the nearest Propequity project. A primary transaction
is one where the housing unit is sold by a real estate developer.

Percentile of Lower End of Kink Upper End of Conventional Standard Error
Guidance Value Guidance Region Guidance Region Elasticity of Conventional

Distribution (’000s US$) (’000s US$) Elasticity

5–15 58 75 88 2.10 0.124
15–25 88 99 111 1.20 0.034
25–35 111 123 135 1.53 0.060
35–45 135 147 160 1.53 0.088
45–55 160 174 190 1.23 0.043
55–65 190 208 230 1.24 0.041
65–75 230 254 283 0.94 0.033
75–85 283 324 387 1.05 0.032
85–95 387 494 715 0.75 0.028

Table 2
Elasticity of Reported Value to Transaction Tax Rate

The table reports the formal estimates of the elasticity of reported value to the transaction
tax rate.
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A Tables & Figures

Figure A1
Bunching Estimates for Sao Paulo, Brazil

This figure replicates Rocha, Scot and Feinmann (2023) who show similar bunching pat-
terns using the ITBI municipal transaction tax on properties in Sao Paulo, Brazil. The
transaction tax rate is 3%, and it is charged on the higher of the buyer’s reported value
or a guidance guidance value. The line shows the distribution of reported values across
2% reported value bins, where a reported value bin is measured as a deviation from the
guidance guidance value.
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(b) Tax Revenue

Figure A2
Sample Comparison to Aggregate Tax Revenues

This figure plots the monthly time series of the total number of transactions in panel (a)
and the total tax revenue from these transactions in panel (b). The blue line with circles plot
the numbers obtained from aggregating the extracted Registrar data, the green triangle is
the sum reported by the Inspector General of Registrations for a region that Mumbai and
Mumbai suburban areas belong to, that is larger than our sample, and the light blue line
with ”+” plots the aggregated information from Propstack analytics. The overlapping data
sample period ends in January 2019, although our full sample is between 2013–2022.
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Figure A3
Propstack-Propequity Match Quality

This figure plots the empirical distribution of the match distance (in meters) between a
transaction in our Propstack data (source of administrative data on reported and guidance
values) and the match from our Propequity data (source of estimated price data). 80% of
the transactions matched to Propequity price data are within 200 meters, and 95% of the
transactions are matched to Propequity transactions within 500 meters.
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Figure A4
Heatmap of Transactions in our Final Sample

This heatmap presents the spatial distribution of the final set of transactions in our sample
in Mumbai and Mumbai Suburban regions between 2013–2022.
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Figure A5
Correlation between Reported Value, Propequity (Estimated Market) Values, and

Guidance Values

This figure presents a binned scatterplot of the average reported values (blue diamonds)
and estimated market values from the Propequity data (maroon triangles) within guidance
value bins. The black line is the 45-degree line.
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Figure A6
Bunching of Reported and Propequity Values Around Circle Values in 0.1% Bins

The blue line/circle shows the distribution of reported values across 0.1% reported value
bins, where a reported value bin is measured as a deviation from the guidance value. The
green line/triangle shows the distribution of our noisily measured estimate of the market
price (the Propequity values) for the same underlying set of transactions reported in the
blue line/circle.
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(a) Bin width of 4%
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(b) Bin width of 8%

Figure A7
Robustness: Aggregate Tax Base and Propequity Values by Reporting Behavior Bins

Panel A reports aggregated values with a bin width of 4% and Panel B with a bin width of
8%. See Figure 2 for details.
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Figure A8
Aggregate Reported and Propequity Values by Reporting Behavior Bins

This figure reports the aggregated reported and Propequity (estimated market) values by
reporting behavior bins. It differs from Figure 4 in that this figure aggregates reported
values even if they are lower than a transaction’s guidance value.
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Figure A9
Truthful Reporting Hypothesis:

Measurement Error Contribution by Reporting Behavior Bin

Each point is equal to aggregate difference between our estimated market values and the
tax-base value within a r−c

c bin divided by the total aggregated tax-base value across the
whole sample. Assuming that the tax-base values are the true market values, the figure
then shows the pattern of measurement error required to rationalize our data under the
truthful reporting hypothesis. The points sum to the aggregate measurement error amount
as discussed in the decomposition in the text. The figure shows that measurement error
would have to be strongly concentrated near bunching transactions to explain the relation-
ship between reported and estimated market values in our data.
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Figure A10
Estimated Measurement Error Assuming Truthful Reporting: Full Sample

The blue circles show our estimate of measurement error in our estimated market price
data under the assumption of completely truthful reporting (i.e. that the tax base value
for each transaction is actually the true market value). The estimated measurement error
is the sum of the differences between our estimated market values and the tax base value
within each bin, divided by the total tax base value in each bin. This version of the figure
does not trim large estimated market values.
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Figure A11
Exact Match: Bunching of Reported and Propequity Values Around Circle Values

This figure replicates our main findings using 60% of the all transactions in our sample
where we have an exact project match for our estimate of the market price (the Propequity
values). The blue line shows the distribution of reported values across 2% reported value
bins, where a reported value bin is measured as a deviation from the guidance value. The
green line shows the distribution our noisily measured estimate of the market price (the
Propequity values) for the same underlying set of transactions reported in the blue line.
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Figure A12
Exact Match: Aggregate Reported and Propequity Values by Reporting Behavior Bins

This figure replicates our main findings using 60% of the all transactions in our sample
where we have an exact project match for our estimate of the market price (the Propequity
values). The green triangles show the aggregated reported value within 2% reported value
bins, where a reported value bin is measured as a deviation from the guidance value. The
blue circles show the aggregate noisily measured estimate of the market value (the Prope-
quity values) for the same underlying set of transactions reported in the green triangles.
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Figure A13
Exact Match: Under-Reporting Rate by Reporting Behavior Bins

This figure replicates our main findings using 60% of the all transactions in our sample
where we have an exact project match for our estimate of the market price (the Propequity
values). The blue circles show the estimated under-reporting rate within 2% reported value
bins, where a reported value bin is measured as a deviation from the guidance value.
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Figure A14
Heterogeneity Over Time

Red vertical dashed lines refer to scheduled circle rate (guidance value) increases. The
circle rates were increased in 2013, 2014 and 2015; The government kept circle rates the
same in 2016, 2017 and 2018, but the market likely still expected a possible increase in
circle rates in those years. Circle rates were reduced in 2020 in response to the Covid-19
pandemic, but they increased again in 2021. The large increase in transactions in 2021 is
likely due to a transaction tax rate reduction during that time period.
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Figure A15
Agreement Date Backdating

This figure plots the agreement month on the x-axis and the average number of days be-
tween the registration and transaction dates on the y-axis.
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(b) Fraction Bunching
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Figure A16
Reporting Behavior in Days Around Scheduled Guidance Value Increases

Panel (a) shows counts of transactions made per day within a 60 day window of all the
scheduled guidance value changes that occurred over our sample period. Panel (b) shows
the fraction of the transactions on the given event-day that “bunchers”, i.e. had a reported
value within 1% of the guidance assessed value. Panel (c) shows the fraction of transactions
that had a reported value less than the guidance assessed value.
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Figure A17
Example Price Sheet from Propequity

This extract presents the detailed breakdown of the costs covered by our data provider.
Our estimate of the market value includes both the property purchase cost and other an-
cillary services.
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Figure A18
Weekly Total Estimated Transaction Value

See text for description of demonetization, and Appendix G for description of RERA and
GST policies.
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Figure A19
Weekly Estimated Amount Under-Reported (US$ Millions)
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Figure A20
Weekly Estimated Under-Reporting Rate
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(b) Under-Reporting Rate
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Figure A21
Reporting Behavior Before and After Demonetization

Blue circles and red triangles in Figures A21a, A21b and A21c present estimates for 180-
days before and after demonetization, respectively. The under-reporting rate in each bin
in Figure A21b is calculated as (M − T)/M where M is the total estimated market value of
transactions within the bin, and T is the total tax base value reported to the government.
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Figure A22
Fraction of Sample with (r − c)/c < −.05
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Figure A23
Contribution of Bin to under-reporting in (r-c)/c Bins 180 Pre- and Post-

Demonetization

Each point is equal to the total amount of under-reporting within a r−c
c bin divided by

the aggregated estimated amount of transactions in the given time-period (pre-demon or
post-demon). The sum of all points in the Pre-Demon (Post-Demon) series adds up to the
aggregate under-reporting rate in the Pre-Demon (Post-Demon) Period.
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Figure A24
Developer vs. Resale Heterogeneity (Since Jan 2019)

See Figures 4a, 4b and 4c for detailed descriptions. This restricts the sample to begin from
January 2019 when all transactions are flagged as developer or resale transactions.
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(c) Above Median Circle Value
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(d) Below Median Circle Value
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Figure A25
Above vs. Below Median Circle Value Heterogeneity

See Figures 4a, 4b and 4c for detailed descriptions.
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Figure A26
Reported Value Elasticity to Transaction Tax Rate

This figure plots the reported value elasticity to transaction tax rate by deciles of the guid-
ance value distribution. These estimates are presented in Table 2 of the paper.
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Figure A27
Incidence of Mortgages and Under-reporting

This figure plots the percentage of mortgage-based transactions in each (r − c)/c bin (x-
axis) and the under-reporting rate for each (r − c)/c bin (y-axis). The black line presents
the fitted line from a linear regression.
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Figure A28
Model Loss Function and Optimal ψ

This figure plots the model loss as a function of ψ with the loss minimized for ψ = 4.75.
This estimate presents a very high aversion to inaccuracy on the part of the government
about over-payers. In economic terms, the government is willing to pay |4.75 per |1 of
over-payment.
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Table A2
Under-reporting Before Circle Rate Changes

Dep Var: Under-reporting Rate (1) (2) (3) (4)

Month Before Policy Change 0.061*** 0.054*** 0.064*** 0.068***
(0.000) (0.000) (0.000) (0.000)

Mean Dep Var. 0.06 0.06 0.06 0.06
Intercept Yes Yes Yes Yes
Time-trend No Yes Yes Yes
Month of year FE No No Yes Yes
Year FE No No No Yes
No. Obs. 260,614 260,614 260,614 260,614

The table reports the regression results estimating the average under-reporting rate the
month before circle rate changes.

Table A3
Percent increase in c and distance to c∗

Pct. increase in c Pct. increase in c Pct. increase in c
Percent Distance to c∗ 0.019∗ 0.023∗∗∗ 0.040∗∗∗

(0.008) (0.005) (0.009)
Percent Distance to c∗ Squared 0.025∗∗∗ -0.011∗∗ -0.017∗∗

(0.006) (0.003) (0.006)
Year Fixed Effects No Yes Yes
Subzone Fixed Effects No No Yes
Number of Years 9.0 9.0 9.0
Number of Subzones 259.0 259.0 259.0
Obs 1250 1250 1250

Standard errors in parentheses. * p < .05, ** p < .01, *** p < .001

B Data

B.1 Transactions Data

Our primary dataset on reported values and guidance values comes from Propstack
Analytics and is described in the main text. For our analysis of transactions associated
to mortgages, however, we required more detailed information on buyer characteris-
tics to match between transactions data and mortgage. We obtained the underlying
transaction documents for this sub-sample analysis for the purpose of matching trans-
actions to mortgages.46

46 This section also describes the underlying documents from which the Propstack Analytics data is
ultimately sourced.
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The main underlying data source on transactions is the publicly available indi-
vidual property transaction reports released by the Office of the Inspector General of
Registration and Controller of Stamps (IGR), Department of Revenue, Government of
Mahrashtra, India. This state apparatus plays an important role in collecting state gov-
ernment revenues from across the state using various fiscal instruments available in
the state government’s toolkit. The state is split into 8 regional divisions and we ob-
tain data for the Mumbai regional division which is comprised of Mumbai City and
Mumbai Suburban districts. Our study area currently covers 437 square kilometers
out of the 6,640 square kilometers Mumbai Metropolitan Region. We currently focus
on this region because we can reliably obtain transaction data that can be mapped to
geo-spatial information relevant for our study.

The eSearch facility set up by the IGR enables access to transaction-level data for all
properties transacted in Greater Mumbai. Every transaction report is in Marathi, the
most commonly spoken language in Maharashtra. Figure B1 presents an example of
the original document downloaded from the IGR eSearch facility. Figure B2 presents
the transaction report translated into English using Google’s translation services. The
details available in each transaction report provides a consistent information set for
all real-estate transactions for Greater Mumbai. This information set also serves as the
basis for the government to make policy decisions on real-estate transaction taxes.

Each transaction report obtained from the eSearch facility begins with a document
number, and the name of the registrar office (the local IGR office for a region). The
more substantive information is in the form of a table starting with the name of the
local village where the property is located47. The first row of the table in Figure B2
lists the type of transaction. All real-estate transactions in Maharashtra are classified
as “Agreement”, “Agreement to Sale”, “Sale deed” and “Transfer Deed” types. We
filter all downloaded transaction reports to these deed types to form our core data set.

The second row lists the reported price at which the transaction took place. In this
case, the reported transaction price is |7,500,000. The third row lists the price as per
the government issued guidance value, known as the policy circle rate that is deter-
mined annually by a legally predetermined process. The policy circle rate determines
the floor price at which the government will deem this property to be sold for taxation
purposes. The value of this property according to government determined circle rates
is |4,434,062. Row 12 provides the computed stamp tax paid on this transaction of
|375,000, determined as the prevailing stamp tax rate, in this case 5%, on the reported
transaction value. The circle rate plays an important role in that it sets the lower bound

47 Historically, the Mumbai region was formed of seven islands or fishing villages, which then ex-
panded rapidly over time. The village tag to geographies is more of an artefact of historical documenta-
tion than a reference to the economic or social conditions of different regions in Mumbai.
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for the stamp tax revenue generated for a property of this type. In the event this prop-
erty’s reported transaction price is below |4,434,062, the stamp duty payable will be
5% of this guidance value, after which the law facilitates a process by which the re-
lated parties can file for revision. The fourth row of this table provides the property
address, and other measurement details in terms of the area of the house, the land
registry survey number, and other information relevant for determining the circle rate.
The fifth row of this table provides us with the property area, and the next few rows
provide details of the two parties to the transaction. Row 9 reports the transaction date
for the document, and Row 10 the actual date of formal registration for the sale. These
two dates can be different as the law allows for a grace period of 3 months from the ac-
tual transaction date during which time they are legally bound to register the sale with
the registrar. The last row provides data on the registration fee paid which is capped
at |30,000 or 1% of the reported value, whichever is lower.

We validate the coverage of our transaction reports data from the IGR eSearch fa-
cility by matching the total real-estate stamp duty number of documents filed and
revenue generated in each year from our transactions data to the official aggregate
numbers. Figure B3 presents this comparison. The top panel of the figure shows the
official number of documents filed with the IGR in each month in green against the
number of documents in our transaction data (orange for the registrar data we man-
ually sourced for matching to mortgages and blue for Propstack). The time-series are
very highly correlated. The bottom panel of Figure B3 shows the official aggregate tax
revenue collected from stamp duty in each month against the aggregate stamp revenue
from our transaction data. The total revenue figures from both sources include stamp
revenues and the registration fees for all transactions in a given month. Once again,
the time-series are very highly correlated, especially in the second half of our sample
period

Although we capture a majority of the transactions in Greater Mumbai, the differ-
ences between our aggregate revenue numbers and the official figures arise primarily
due to two reasons. The official figures for Mumbai also includes a suburban area of
Navi Mumbai, which we do not include in our sample. Moreover, we count revenues
in the month the transaction was registered, and this may not necessarily be the same
as the official approach, especially for transactions that may be executed at the end of
the month, but fulfilled in the early periods of the following month.
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Figure B3
Coverage Validation

This figure reports the total real-estate stamp duty revenue generated in each year from our transactions
data to the official aggregate numbers.

B.2 Circle Rate Scheduled Changes

Figure A14 shows how reported values and under-reporting behavior evolved over
time, particularly in reference to pre-determined dates when circle rates were changed.
Circle rates are set at the sub-zone level, a geographic area of approximately .67 square
kilometers on average. Table B1 presents the summary statistics on the circle rate vari-
ation in Greater Mumbai for our sample period. At the start of our sample period we
have 727 sub-zones, which increase to 747 sub-zones in 2015, and then stabilize at 734
for the remainder of our sample period.48 In the early years of our sample, nearly
all sub-zones underwent changes in circle rates. The average change in each year
vary from 0% in 2018 to 14.4% from the previous year in 2015 (Column 3). The cross-
sectional distribution is also large. At the lowest end of the distribution are sub-zones
with |7330 as the circle rate per square meter of property area (in 2014), to |653,240
per square meter of property area in 2018. Figure B4 presents the geo-spatial variation
at the sub-zone level in circle rates at the beginning of our sample (Panel A) and at
the end of the IGR sample in 2018 (Panel B). The circle rates have been re-scaled to the

48 New sub-zones are formed by either dividing existing sub-zones into multiple new ones, or by
fusing different parts of multiple sub-zones to form new ones. We keep track of all of the changes in the
geo-spatial files, thus identify which regions form to create the new sub-zones, and the old sub-zones
they belonged to.
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mean sub-zone, with the darker red indicating sub-zones with high circle rates and
sub-zones in lighter shades of yellow indicating those with the lowest circle rates in
Greater Mumbai.

Table B1
Circle Rate - Summary Statistics

This table reports the summary statistics on variation in circle rates across sub-zones in Greater Mumbai.
Column 1 reports the total number of sub-zones in each year of our sample. Column 2 reports the
percent of sub-zones that witnessed a change in circle rates compared to the previous year. Column
3 presents the average percentage change in circle rates relative to the previous year. Columns (4–9)
present the cross-sectional distribution of circle rates in 1000s of rupees per square meter of property
area.

Sub-zones Cross-sectional Distribution (×1000|)
Year # % with Change % Change Mean 1% 25% 50% 75% 99%

(1) (2) (3) (4) (5) (6) (7) (8) (9)

2014 727 - - 139.59 7.33 81.35 109.00 161.85 580.89
2015 747 100.00 14.44 160.21 14.72 94.60 126.20 189.55 619.25
2016 734 97.49 10.54 172.75 30.04 103.92 134.45 201.05 652.03
2017 734 68.46 6.98 178.40 11.62 109.78 145.15 209.88 653.24
2018 734 0.00 0.00 178.40 11.62 109.78 145.15 209.88 653.24

83



Figure B4
Sub-Zones

Panel A presents a heatmap of the sub-zones at the start of our data, and Panel B at the end of our
sample period. The circle rates are rescaled to the mean sub-zone with darker shades representing the
sub-zones with the largest circle rates (in Southern Mumbai) and subzones in white the lowest (northern
periphery of Greater Mumbai).

C Simulation to Illustrate Effects of Measurement Error

in p

Figure 3c shows the distribution of r−c
c and m−c

c for the no under-reporting with
measurement error case. The r−c

c blue distribution is exactly the same, by construction,
as that in the high under-reporting with measurement error case. However, the green
m−c

c is constructed to reflect bunching in the market value distribution around circle
assessed values as opposed to under-reporting behavior. Such bunching could result
if the tax authority sets circle assessed values to correctly match market values, or
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indeed, if buyers and sellers anchor on circle prices when negotiating sale prices. The
red curve plots p, which is assumed to be a noisy measure of m.

In the simulation shown in Figure 3c we set p = m + ϵ, where ϵ ∼ N (µ = 0, σ2 =

16). The key insight is that if we do not observe the true distribution of market values
m−c

c , and cannot correct for measurement error, then it is difficult to distinguish the
high under-reporting, no measurement error case from the zero under-reporting, high
measurement error case by inspecting bunching behavior alone. The way we have set
up the simulation, bunching in reported values is the same magnitude in both cases,
and the distribution of our measured market prices p is a smoothed version of the
bunching in both m and r around c.

D Dealing with Biased Measurement Error

We have this far discussed p as a potentially noisy but unbiased estimator of m. A
more general measurement error model is p = m + ν(r, c, m) + ϵ. Here the ν(r, c, m)

is a bias term that can itself be a function of the transaction’s reported, guidance or
true market values. In reality any form of this function is possible; indeed a form of
this measurement error function can always be found that fits the data and rational-
izes perfectly truthful reporting under the assumption that c exactly equals m. For
example, the pattern of under-reporting across bins in Figure 4c could be explained by
truthful reporting at m plus a ν(r, c, m) function with the largest measurement error for
bunching transactions reporting r = c, moderate measurement error for transactions
with r < c, and declining measurement error as r increases relative to c. Ultimately,
the question boils down to whether a specific form of measurement error (plus the as-
sumption that m equals c for a large number of transactions) is more or less plausible
than the hypothesis that agents under-report property values.

To illustrate this issue, we assume perfectly truthful reporting r = m, solve for ν

and then present the form that measurement error would be required to take to explain
the empirical patterns we observe.49 We ignore the classical measurement error term
ϵ as this averages out when we analyze bin-aggregated data. If r = m then we can
solve (post-averaging) for ν(r, c, m) as ν = p − r. We can also decompose the total bias
in measurement error ν̄ by reporting bins. Let ν̄ be the aggregate measurement error
bias, equal to the sum of ν across all transactions divided by the sum of true transaction
values (i.e., the denominator is the sum of reported tax base values max[r, c] under the
assumption of perfectly truthful reporting). Let j ∈ 1, ..., J index r−c

c bins (2% bins in

49 To be more precise, the tax-base value is equal to max[r, c]; under completely truthful reporting we
assume that the tax-base value is the true market value, but we simply write r = m here for parsimony.
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our case), and let Nj be the number of transactions in bin j. Then:

ν̄ =
∑J

j=1 ∑
Nj
i=1(pij − rij)

∑J
j=1 ∑

Nj
i=1 rij

(16)

=
1

∑J
j=1 ∑

Nj
i=1 rij

(
N1

∑
i=1

(pi1 − ri1) +
N2

∑
i=1

(pi2 − ri2) + . . . +
NJ

∑
i=1

(pi J − ri J)

)
, (17)

where again, r stands in for the tax base value max[r, c].
Each term in the sum in the numerator of equation (16), under the assumptions

made about truthful reporting, is the contribution of biased measurement error in a
given bin to the aggregate (truthfully) reported value. Appendix Figure A9 plots these
terms estimated in the data, and shows that under the hypothesis of truthful reporting,
measurement error in p must be substantially positively biased for bunching transac-
tions at r = c, and decline monotonically with the gap between r and c. Put differently,
for measurement error to drive our results, one would need to attribute the bunch-
ing patterns that we observe in r around c to truthful reporting, and attribute a very
specific form of measurement error in the p proxy that essentially mirrors the “excess
bunching mass” identified in Figure 4b.50

We highlight three results from this exercise. First, the form of measurement error
required for truthful reporting to explain the patterns in the data does not fit with many
plausible sources of measurement error, such as one in which p is some fixed percent
higher than true m, regardless of reporting behavior (as would be the case if Propequity
prices were inflated versions of true market values). Second, under the hypothesis of
truthful reporting plus biased measurement error we would not see bunching of r at c
unless guidance values are set extremely carefully to match market prices. We investi-
gate this issue more deeply below, and find substantial evidence to the contrary. Third,
if we assume all deviations between p and tax base values (i.e., max[r, c]) arise from
measurement error, this sets a floor of zero on the total amount of under-reporting,
and if we instead assume that p is a perfect proxy and all deviations come from under-
reporting, we get an upper bound on under-reporting of 10.94% (95% bootstrapped C.I.
= [10.8%, 11.31%] in our data. A conservative interpretation of our results is therefore
that under-reporting lies between zero and 11% in aggregate, which is substantially
lower than the anecodotal and small-scale estimates in this market, and also low rela-

50 Figure A10 plots the bin-level measurement error rate (i.e., each term on the rhs of equation (16))
under the hypothesis that measurement error explains our data. Again, we see that the measurement
error rate would specifically have to be highest for bunching transactions and then decline linearly for
transactions where buyers self-select in reporting r > c.

86



tive to tax-evasion estimates for self-employed workers in developed countries.

E Bunching Elasticity Estimation

We estimate the elasticity of reporting property values with respect to the trans-
action tax rate. We employ the conventional method developed by Saez (2010). For
our main estimates we assume the tax rate increases from zero below the kink (i.e the
guidance value) to five percent above the kink. A household maximizes the following
utility function to choose how much to report r for a given house purchase:

max
r

(R − τr) + [r − r(1+
1
ϵ )

(1 + 1
ϵ )m

1
ϵ

]

where τ is the transaction tax rate (set to .05), m is set to the value the household
would report in the absence of any transaction tax, and ϵ is the elasticity of reported
value with respect to the transaction tax rate.

The first order condition yields:

r = m(1 − τ)ϵ

Substituting τ = 0 we obtain the definition of m as the reported value when there is
no transaction tax. This could be truthful reporting, or it could be lower than truthful
reporting in the case where there are benefits of under-reporting beyond avoiding the
transaction tax. As shown in Saez (2010), differentiating this gives the definition of the
ϵ as the percent change in reporting due to a percent change in the tax rate.

Combining this first order condition with equality conditions from the marginal
buncher and non-buncher (see Chetty et al. 2011), we have the following relationship
between the underlying elasticity of reporting and the bunching mass B.

ê ≈ B̂
z∗ · h0(z∗) · log(1−t0

1−t1
)

(18)

The estimation procedure involves two steps, first estimating a counterfactual in-
come density based on the income density excluding data points near the kink, and
then using the counterfactual density to estimate the excess mass from which the elas-
ticity is recovered.51 To estimate the counterfactual density, we fit a polynomial of a
specified degree to the observed reporting density, excluding the data in a specified

51 This description closely follows the implementation of the conventional bunching estimator dis-
cussed in Anagol et al. (2022).
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window around the kink, using the following specification:

Cj =
q

∑
i=0

β0
i · (Zj)

i +
Ru

∑
i=Rl

γ0
i · 1[Zj = i] + ϵ0

j . (19)

Here, q denotes the order of the polynomial, and Rl and Ru denote the lower and upper
bounds of “bunching window” near the kink, which is excluded from the polynomial
estimation. The convention in Chetty et al. (2011) is to set a symmetric bunching win-
dow, such that Rl = −Ru. Based on visual inspection of the plots we set the bunching
window as one bin to the left of the kink, the kink bin, and one bin to the right of
the kink. When estimating the polynomial regression, we follow Chetty et al. (2011)
and impose an “integration constraint” such that the total count of observations across
the empirical distribution equals the integral of observations under the counterfactual
density across the plotted region.52

The second step is to compute the excess mass of reported values around the kink
relative to this counterfactual density. Using equation (19), we compute the counter-
factual mass in each bin within the bunching window, Ĉ0

j . Subtracting this predicted
mass from the observed density yields the estimated excess number of individuals who
report values near the kink relative to this counterfactual distribution:

B̂ =
Ru

∑
i=Rl

Cj − Ĉ0
j =

Ru

∑
i=Rl

γ̂0. (20)

Standard errors for ê are estimated using a bootstrap procedure. We resample with
replacement from the underlying distribution of transactions 10 times, re-estimating
the elasticity each time, and defining the standard error as the standard deviation of
the distribution of ê estimates.

F Impact of India’s Demonetization on Under-Reporting

We first apply our method of measuring under-reporting to evaluate a major pro-
gram, with an important stated motive to eliminate unaccounted “black money” cash
hoards, believed to be frequently employed in under-reported real estate transactions.
On November 7, 2016 the Indian Prime Minister declared the |500 and |1,000 currency

52 Kleven (2016) notes that imposing an integration constraint may bias the elasticity estimate: “This
approach may introduce bias, especially in relatively flat distributions in which interior responses do
not affect bin counts (except at the very top of the distribution away from the threshold being analyzed).
It would be feasible to implement a conceptually more satisfying approach that does not have this po-
tential bias, but for the reasons stated above, it will matter very little in most applications.”
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notes as no longer legal tender; these notes together comprised 86% of the nation’s
currency notes. Citizens would have approximately three months to deposit any of
these currency units in banks; outside this window, these notes would be worthless.
Banks were required to conduct audits on any deposits over |250,000, where the de-
positor was required to report the source of such cash holdings. Nearly 100% of the
outstanding |500 and |1,000 were ultimately deposited in banks (see, e.g., Lahiri 2020),
suggesting that the policy did not expropriate wealth from cash hoarders. Chodorow-
Reich et al. (2020) estimate the policy caused a 2% decline in GDP in the fourth quarter
after implementation, with dissipated impacts after that; Karmakar and Narayanan
(2020) finds the largest consumption impacts for households without bank accounts.53

As we have described, a potentially significant illicit use of cash is to facilitate
property-value under-reporting and tax evasion via the unaccounted payment of cash
from buyer to seller. Indeed, eliminating this form of evasion was a primary stated goal
of the policy.54 Post-demonetization, with less cash in the economy, we might therefore
expect a drop in under-reporting behavior. In the short-run, this could occur because
transactions are delayed or abandoned completely as the cost of obtaining cash rises
sharply. In the longer-run, agents may worry that a demonetization-like policy could
be implemented again, or that demonetization sends a strong signal of the govern-
ment’s intention to crack down on cash transactions. We might also therefore expect
the trend of under-reporting behavior to change. On the other hand, real estate devel-
opers may also enable non-cash mechanisms to undervalue properties. For instance,
real estate developers may price new apartment purchases at a lower value and simul-
taneously invoice buyers for services (operations, maintenance, infrastructure charges,
etc.). While the purchase contract is completely under the gaze of law, service contracts
do not have similar transparency, thus allowing buyers to pay for such contracts using
electronic payment. This dual-invoicing mechanism, reminiscent of Fisman and Wei
(2004), could allow developers to make up for any reductions in the reported value
on a transaction deed through a separate electronic payment—and could explain why
under-reporting continues even when cash became scarce due to demonetization.55

53 Nigeria engaged in a similar demonetization exercise in October, 2022 (Riots erupt in Nigerian cities
as bank policy leads to scarcity of cash 2023).

54 In February 2017 (three months after the demonetization policy was implemented) Union Finance
Minister Arun Jaitley stated: ”Common people have supported us graciously without asking for any-
thing in return. I believe that demonetization was ideal. Was there even one major demonstration or
unrest against demonetization? Isn’t it true that 75% of the people supported it? It is [Isn’t it] true that
cash as a way of life has changed today? Nobody will tell you to pay 40% cash if you buy property.
People have started changing themselves and the long-term impact will be seen soon” (Das 2020).

55 Our measure p of market value attempts to include costing for such services, so we do not expect
this to be a major form of biased measurement error in our estimates of market prices. Appendix Table
A17 presents an example of a price sheet provided by our data provider showing that such service costs
are included in property valuation.
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F.1 Demonetization Aggregate Effects on Under-Reporting

Figure 5a shows weekly transaction counts around the demonetization event; we
do not observe a sharp reduction in the total number of transactions in the weeks sur-
rounding demonetization, despite the large macroeconomic shock it occasioned. Ap-
pendix Figures A18, A19, and A20 show no sharp changes in the total estimated value
of transactions, the total amounts under-reported, or the estimated under-reporting
rates respectively. Overall, these plots suggest that demonetization did not have a
major impact on aggregate real estate transactions or aggregate measures of under-
reporting in Mumbai.56 We next look deeper to see if demonetization affected the
composition of real estate transactions.

F.2 Decomposing Demonetization Effects

We decompose aggregate changes around demonetization into changes within dif-
ferent parts of the r−c

c distribution. We expect the greatest changes in “buncher”
transactions (with r = c), as these had the highest estimated under-reporting rates
and therefore should be most affected by the cash crunch induced by demonetiza-
tion. To this end we analyze transactions falling in three sets, namely: r−c

c < −0.05;
−0.05 ≤ r−c

c ≤ 0.05; and r−c
c > 0.05.

Figure 5b plots the fraction of transactions whose reported value is within 5% of
the transaction’s guidance value. There is a clear drop evident in the fraction of these
“bunching” transactions immediately following the week of demonetization; an event
study model estimated on the weekly data translates this drop into a 5.2% decline in the
fraction of transactions reporting just around the guidance value, which is a roughly
20% decrease given that approximately 25% of transactions bunched just prior to de-
monetization. Figure 5c shows a corresponding increase in the fraction of transactions
reporting over five percent more than their guidance value. (Appendix Figure A22
shows the weekly fraction of transactions with r < 0.95c; here there is no discrete jump,
but this fraction drifts up slightly over the six months after demonetization.) Two other
major economic reforms affected the housing market shortly following demonetiza-
tion, namely the passing of the Real Estate Regulation Act or RERA, and introduction
of the Goods and Services Tax or GST. There is also a decline in the fraction of transac-
tions bunching after the introduction of these reforms, and a corresponding increase in
the fraction of transactions reporting 5% or more above the guidance value.57 Despite
this visible redistribution of transactions from bunching to non-bunching, Appendix

56 This evidence is in interesting contrast to Alvarez and Argente (2022), who find large negative
quantity effects of government restrictions on cash usage for Uber rides.

57 Appendix G discusses these two major reforms during our sample period.
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Figures A19 and A20 confirm the aggregate results that there is no major change in the
weekly amounts under-reported or the overall under-reporting rate.

Using a different approach to verify these results, Figure A21a compares the bunch-
ing behavior of transactions in the 180 days pre- and post- demonetization. Consistent
with the weekly aggregate plots, approximately 3% fewer transactions bunch within
1% of the guidance post-demonetization relative to pre-demonetization. Figure A21b
shows the estimated under-reporting rates pre- and post- when we aggregate all trans-
actions within each bin. While both pre- and post-demonetization series show that
bunching transactions have the highest estimated under-reporting rates, there is very
little change in these estimated under-reporting rates by bin, which translates into
very little change in aggregate under-reporting rates.58 Overall, it seems that while
demonetization seemingly deterred bunching transactions, these account for only a
fraction of overall transactions; moreover, the bunching transactions that continued
after demonetization had similar under-reporting rates to the bunching transactions
prior to demonetization. This explains why we do not observe a significant change in
overall under-reporting rates after demonetization. Figure A21c reconfirms this infer-
ence of small changes pre-and post-demonetization by showing the aggregated under-
reporting amount in millions of USD within each bin pre- and post-demonetization
periods. Indeed, this plot shows a slightly larger amount of under-reporting coming
from buncher transactions after demonetization versus before, despite the fact that de-
monetization did reduce the number of buncher transactions overall. This is because
while the number of bunching transactions post-demonetization is smaller, the aver-
age estimated market value of these transactions and their associated under-reporting
rates are slightly larger, so the total amount under-reported is ultimately quite simi-
lar.59 Furthermore, the under-reporting rate in non-buncher bins is similar across the
pre-demonetization and post-demonetization periods, which explains why we do not
see an aggregate change in under-reporting in the weekly time-series figure (Appendix
Figure A20).

To further quantify how the change in bunching changes the overall under-
reporting rate, we can use a similar procedure to that outlined in equation (16), but

58 Aggregating over all transactions, we estimate 254 million dollars of under-reporting in the 180
days prior to demonetization and 355 million dollars in under-reporting in the 180 days after demon-
etization; naturally this time-series difference can be explained by many factors, but overall it seems
unlikely that demonetization itself reduced under-reporting amounts in a major way.

59 The total amount of under-reporting in the 180 days before demonetization amongst buncher trans-
actions is 134 million USD, which equals 3,321 transactions times an average estimated market value of
0.191 million USD times a bin-level under-reporting rate of 0.211. The total amount of under-reporting
in the 180 days after demonetization amongst buncher transactions is 140.7 million USD, which equals
2,593 transactions times an average estimated market value of 0.223 million USD times a bin-level under-
reporting rate of 0.243.
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now under the assumption that the proxy p is measured without error. This al-
lows us to decompose aggregate under-reporting into bin-specific contributions both
pre- and post-demonetization. Appendix Figure A23 plots each of these terms com-
paring pre-demonetization and post-demonetization amounts. The aggregate pre-
demonetization under-reporting rate is 0.098 (95% CI = [0.090,0.120]), while the aggre-
gate post-demonetization under-reporting rate is 0.110 (95% CI = [0.107,0.128]). The
figure shows that the contribution to the total under-reporting rate from the r = c bin
is smaller in the post-demonetization period (consistent with the fact that there were
fewer bunching transactions), however this difference is swamped by the bin by bin
variation across the rest of the distribution. Overall, the results suggest that demon-
etization reduced the number of high under-reporting bunching transactions, but the
effect on aggregate under-reporting in this market was likely small. We caveat these re-
sults noting that our results are specific to the Mumbai and Mumbai suburban districts,
and that demonetization results in other locations may have been different.

G Developer Regulation and Under-Reporting

There are two other major economic reforms during our sample period that this
analysis allows us to investigate. The first is the passage of the Real Estate Regulation
Act (RERA), which was a national law that was implemented (”notified”) on April 18,
2017 (five months after the demonetization policy was announced). The broad goal of
this act was to improve the functioning of the market for newly built apartment homes;
the main provisions included requiring developers to set aside money in an escrow
account to complete the building of real estate projects 2) requiring any project using
500 meters or more of land space or selling 8 or more units to register and provide
updated data on completion times to MahaRERA (the newly established real estate
regulator in Maharashtra), 3) procedures and time-lines for developers to respond to
customer complaints.60 Overall, the purpose was to curtail the ability of developers to
sell properties before or during construction and then delay/abandon projects without
reasonable compensation to buyers.

RERA did not include any specific provisions regarding the reported values of
transactions within projects. We argue there are at least two plausible reasons RERA
may affect under-reporting. First, if “fly-by-night” developers are also likely to be the
ones who engage in collusive deals to under-report property values, it is plausible this
regulation would reduce the amount of under-reporting through a change in the com-

60 For a full description of RERA provisions see: https://maharerait.mahaonline.gov.in/PDF/

FAQMergedPDF.pdf.
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position of developers selling properties. Second, RERA gave buyers stronger recourse
in the case where a developer failed to deliver on time; to the extent that the financial
compensation a developer pays is linked to the reported value, buyers have a stronger
incentive to report the true values to obtain the full protective value of RERA. We ex-
pect RERA to primarily affect the market for new home sales; projects completed by
May 1, 2017 were not affected by RERA.61 Nonetheless, in Figure A20 we do not see
any major changes in estimated under-reporting rates in April/May of 2017 (demar-
cated by the rightmost, purple vertical line) for developer sales over and above the
demonetization impacts.

A second potentially relevant policy change was implemented on July 1, 2017,
namely, the introduction of the national Goods and Services Tax (GST), which cen-
tralized value-added-tax system administered at the central level.62 It is possible that
this policy created “input tax credits” for major construction supplies such as steel
and cement relative to the previous fragmented VAT system, which means develop-
ers should report the cost of these inputs to the government. This paper trail of input
costs may make it more difficult to under-report new sales of real estate. Again, this
incentive primarily affects the market for new home sales. We find no major changes
in under-reporting rates around the GST reform in Figure A20.

61 Completion was determined by whether the project had received an “occupancy certification” from
the local housing authority.

62 See Panigrahi (2021) for a more detailed policy description.
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H Estimating the Response of Transactions to Changes

in Guidance Values

In this Section we describe our methodology for estimating the response of the
quantity of housing transactions with respect to changes in guidance values (i.e. the
“extensive margin” response to changes in guidance values.) Guidance values are
changed annually, with the date varying across our sample. Figure H1 presents the
time-series of average guidance values per square meter in the Mumbai region. The
figure shows there were major average increases in 2013, 2014 and 2015 and minor
increases in 2021 and 2022. These policy changes also include regional level changes,
which we exploit in a difference-in-difference event-study design.

Figure H1
Guidance Value Policy Variation Over Time

We pursue two research designs. In the first, we split subzones into areas that
received above versus below 10% increases in their guidance value. We treat each
year as a separate ”event,” and create a balanced panel of subzones where we have
an observation for each subzone in each of nine months before and after the guidance
value change. We then pool all of the events in to one dataset and study the evolution
of guidance values and transactions in the treatment and control subzones.

Figure H2 shows the the evolution of the mean logarithm of guidance values per
square meter based on the legislative changes before and after the guidance value
changes we study. Treatment subzones experience an average increase of approxi-
mately 18% in guidance values, whereas control subzones experience a less than 0.1%
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increase. In terms of the economic magnitude, given that the transaction tax rate is 5%,
the maximum impact of the guidance value increase would be on those who choose
to report the guidance value (i.e. the ”bunchers”), so an 18% increase in the guidance
value would correspond to a 18% x 5% = 0.9% increase in the effective tax rate - at the
median reported value in our sample of $210,000 this is a change in the tax-burden of
$1,890.

Figure H2
Event-Study Treatment Variation in Policy Guidance Values

Figure H3 shows how the mean transaction’s guidance value changes in response
to the increase in legislated guidance values across the two groups.63 Note that these
guidance values are based on actual transactions (as opposed to just the policy guid-
ance values). The results are noisier but we see an approximate 10% increase in the
transactions-based guidance value increases.

63 We construct the mean within each group here by first taking the median guidance value of trans-
actions within a subzone, and then taking the mean of all of those medians within the group. Using the
mean within the group is strongly sensitive to outliers.
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Figure H3
Event-Study Treatment Variation in Transaction Guidance Values

Figure H4 plots the mean number of transactions per subzone in the treatment
versus control areas. The trends prior to the increase in guidance values is similar
across the regions, suggesting the parallel trends assumption holds. Interestingly, both
groups show a spike in transactions just prior to the announcement of the guidance
value increases. This suggests that there is a timing-based elasticity. However, after
the policy change, there is no discernible reduction in the quantity of transactions in
the treatment versus control subzones.

96



Figure H4
Event-Study Effect of Guidance Value Change on Quantity of Transactions

The difference-in-difference analysis shown so far does not exploit the full distri-
bution of guidance value variation, and also does not exploit the fact that we expect
transactions whose reported value is closer to the guidance value to be affected more
by changes to guidance values. To exploit this variation more fully, we now present
results from a triple-difference design.

Let c and c′ be the guidance value per square feet in a subzone that experiences a
guidance value increase from c to c′. The intuition for our design is that under a large
extensive margin elasticity, we would expect the quantity of transactions with reported
values less than c′ to decline substantially after the reform, whereas the quantity of
transactions with guidance values reported above c′ to remain relatively stable – this is
because the type of buyer who reports above c′ prior to the reform is (at least in theory)
unaffected by the increase in guidance values because they are already reporting above
the new, higher, guidance value—this type of buyer should continue to buy after the
reform as well.

Each subzone has a different c and c′, therefore to analyze data from all subzones
together we need a standardized measure of reporting behavior relative to c and c′. For
transactions prior to the guidance value change, we define this standardized measure
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of reporting as r̄ = r−c
ĉ′−c

. This measure reflects how much higher the transaction’s
reported value is relative to the upcoming change in the guidance value. If this ratio is
less than 1, it captures the type of transaction that should be affected by the guidance
value change; if it’s greater than 1 we would not expect the transaction to be affected
by the guidance value change. We use the notation ĉ′ instead of c′ because we also
utilize some transactions that occur prior to the guidance value change. For these
transactions, we do not observe the guidance value the transaction would have had
if the transaction had happened after the guidance value change. We estimate c′ for
these transactions by grossing up their guidance values by the percentage increase in
the subzone guidance value.64

For transactions occurring after the guidance value change, we define this stan-
dardized measure as r̄ = r−ĉ

c′−ĉ . For these transactions, we do not observe what their
guidance value would have been if the transaction had happened prior to the guidance
value change, so we estimate ĉ = c′

1+g . Note that r̄ is only defined for subzones that ex-
perience a non-zero change in their guidance value before after the policy change—this
effectively limits our sample to transactions from the years 2013-2016.

To begin, we define the ”treatment” portion of the reported value distribution as
transactions where r̄ < 1, and the control portion as those with r̄ ≥ 1. Figure H5
shows a histogram of r̄ for transactions prior to the policy change (blue) and after the
policy change (red). Bunching in the blue histogram occurs at zero, reflecting the many
transactions that report r = c → r̄ = r−c

ĉ′−c
= 0 before the policy change. Bunching in

the red post-period histogram is at 1, reflecting that r = c′ → r̄ = r−ĉ
c′−ĉ = c′−ĉ

c′−ĉ = 1.
Qualitatively, under a large negative elasticity we would expect the blue transactions
with r̄ < 1 to not appear in the red distribution, so that the red distribution would
be very similar to the blue distribution above 1, and have zero mass below 1. Under
a zero elasticity, we expect all of the blue mass with r̄ < 1 to shift to red mass at 1.
Qualitatively, the raw data appears much closer to the low elasticity result, given the
large amount of red mass at and above 1.65

64 Let g be the proportionate increase in guidance values, then ĉ′ = (1 + g)c.
65 Note that the distance between 0 and 1 in this graph reflects both small and large guidance value

changes – i.e. this figure does not reveal differences across subzones that experienced small versus large
guidance value changes.
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Figure H5
Illustration of Treatment/Control Regions

Figure H5 suggests a low elasticity for the number of transaction, however it does
not exploit across-subzone variation in the magnitude of the guidance value change.
We now test whether subzones with larger guidance value increases experienced a rel-
atively larger decline in their number of transactions within the ”treatment” portion
of the distribution after the guidance value policy change, as compared to the relative
decline in the ”control” portion of the distribution after the policy change. We opera-
tionalize this with the following triple-difference regression model:

yict = β0 + β1Pt + β2Tic + β3∆gi + β4Pt ∗Tic + β5P ∗∆i + β6T ∗∆gi + β7Pt ∗Tic ∗∆gi + ϵict

(21)
where yict is the number of transactions in subzone i, treatment/control portion of

the reported value distribution r̄, and the event-time month t. Pt (post) is a dummy
for observations after the policy-change. Tic is an indicator for the treatment portion
of the distribution. ∆gi is a continuous variable measuring the subzone’s guidance
value change. Our main coefficient of interest is β7, which tells us how much more the
quantity of transactions responds to the increase in guidance values after the policy
change, especially in the treatment portion of distribution.66

66 This method of comparing ”more” versus ”less” treated groups before and after a policy change us-
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Figure H6 uses a binscatter formulation to visualize our results. The x-axis is the
guidance value changes, and the data is split into four groups: treatment portions of
the distribution pre-policy change, treatment portions of the distribution post-policy
change, control portions of the distribution pre-policy change, and control portions of
the distribution post-policy change. In this figure treatment transactions are defined as
those whose reported values are less than 1.1 times the guidance value. Under a neg-
ative elasticity, we would expect the slope of the quantity of transactions/guidance
value change relationship to be most negative for the treatment portions of the distri-
bution post-policy change. The other lines control for the cross-sectional relationship
between guidance value changes and the quantity of transactions prior to the policy
change in the treatment group, and such cross-sectional correlations in the pre- and
post- periods in the control group. The figure shows that there is essentially no visible
change in the correlation between a subzone’s guidance value changes before and af-
ter the policy chance is implemented in the treatment portion of the distribution; nor
is there much change in the control portion of the distribution. This suggests that the
guidance value changes did not have a causal effect on the quantity of transactions at
the subzone level.

ing panel data follows Feldstein (1995). For a general description of the methodology see Saez, Slemrod
and Giertz (2012).
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(a) Treatment Cut-off at 1.1 x Guidance Value (b) Treatment Cut-off at 1.3 x Guidance Value

(c) Treatment Cut-off at 1.6 x Guidance Value (d) Treatment Cut-off at 1.9 x Guidance Value

Figure H6
Guidance Value Changes and Quantity of Transactions by Treatment/Control and

Pre/Post Groups

This figure shows the relationship between guidance value changes experienced in a sub-
zone and the quantity of transactions. Within each panel the lines reflect this relationship
separately for treatment/control portions of the standardized reported value distribution
both before and after the policy change. The panels show results for varying values of
cut-offs used to define the treatment/control groups.

Figure H6, Panal (a), assumes that all transactions that reported less than 1.1 times
the post-policy change guidance value are most likely to be affected by the guidance
value change. It is possible, however, that even transactions that report above the 1.1
threshold are affected by the policy change. For example, suppose the current guidance
value is 100 rupees per square meter, and the updated guidance value is 120 rupees per
square meter, and buyers have a rule of thumb to report 20% above the guidance value.
Prior to the policy change a buyer would report 120, and after the policy change they
would report 144. In this case transactions, reporting at 144 are affected ”treated,” in
that their behavior was affected by the policy change, but using a cut-off of 1.1 x 120 =
132 would not count these transactions as affected.

Panels (b)-(d) of Figure H6 show how the correlation between treatment status and
guidance value variation changes as we increase the cut-off used to define the treat-
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ment portion of the distribution. The slope of the quantity of transactions to guidance
value variation is similar for the treatment portion of the distribution before and after
the policy change—suggesting once again a small elasticity of quantity of transactions
to changes in guidance values.

To quantitatively assess robustness to the cut-off choice, Figure H7 plots the coeffi-
cient on the Pt ∗ Tic ∗ ∆gi (β7) variable as we increase the cut-off definition. Note that
this coefficient is equal to the difference in the responsiveness of transactions quan-
tity to the guidance value change between the treatment and control portions of the
distribution before versus after the change (i.e., these coefficients summarize the infor-
mation in the slopes in Figure H6.) Regardless of the cut-off, we cannot reject the null
hypothesis that β7 equals zero. Further, the figure shows that increasing the cut-off
leads to even smaller estimates of the responsiveness of the quantity of transactions to
the changes in guidance values.

Figure H7
Guidance Value Change Effects for Different Treatment/Control Cutoff Choices

To translate these coefficient estimates into an elasticity estimate, we estimate how
many more transactions a 10% increase in guidance values leads to in the treatment
group in the post-period, subtracting out the corresponding number for the treatment
group in the pre-period, and the relative increase for the control group. In terms of the
parameters from our triple-difference model, our elasticity estimate is:
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ϵ =
0.1(β3 + β5 + β6 + β7)

β0 + β1 + β2 + β4)
/(.1)

− 0.1 · (β3 + β6)

β0 + β2
/0.1

− 0.1 · (β3 + β5)

β0 + β4
/0.1

− β3 · 0.1
β0

/0.1 (22)

Starting with the simplest term of this equation, the last line corresponds to the
control portion of the distribution in the pre-period. β3 · 0.1 is our estimate of how
much a 10% increase in the guidance values decreases the quantity of transactions for
this group. We divide by β0 to translate this to a percentage decrease in transactions,
and then divide by the 0.1 change in the guidance value so we get an elasticity (whose
units are percentage change in transactions over percentage change in guidance val-
ues). The remaining three lines of this equation indicate the same calculation but for
(starting from the top line) the treatment group in the post-period, the treatment group
in the pre-period, and the control group in the post-period. The whole equation shows
how much larger the elasticity implied from the triple-difference model is for treatment
group in the post-period, relative to the treatment group in the pre-period, as well as
differencing out any elasticity changes in the control group after the policy change.

Figure H8 plots these elasticity estimates against the cut-offs, along with 95% confi-
dence intervals calculated using the delta method. Once we increase the cut-off level to
above 1.4, which seems reasonable given the number of transactions above this level in
the red-distribution in Figure H5, we cannot reject an elasticity estimate that is different
from zero. Further, the largest elasticity (i.e. the most negative) within the 95% confi-
dence interval is approximately -0.4, suggesting that we can rule out elasticities larger
than this based on this triple-difference specification. Overall, from both research de-
signs, we find little evidence to suggest meaningful extensive margin responses to the
guidance value changes that have occurred over our sample period.
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Figure H8
Elasticity Estimates from Triple-Difference Design
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I Matching Transactions to Mortgages

As noted above, our mortgage analysis required us to match individual transac-
tions data we obtained separately from the Propstack database.67 For these transac-
tions data that we independently source, we do not have access to cleanly labeled real
estate development names, so we must match them to the estimated market prices us-
ing location. Here we describe the matching of our independently sourced transaction
documents to Propequity estimated market prices.

Our main approach is to match these independently sourced transaction docu-
ments to the “CTS” level. A CTS is the smallest administrative geo-spatial unit in
Greater Mumbai for the IGR.68 This CTS number is important for property registra-
tion, mortgages, and determination of the stamp duty to be payable when a property
is being bought or sold. We primarily use the CTS of a sales transaction to geo-locate
the project. We obtain GIS information for CTS in the Mumbai division from the Ur-
ban Development Research Institute (UDRI). We extract the shapefiles for each CTS
using ArcGIS, and use these polygons to identify the CTS location for each of our IGR
transactions.

Panel A of Appendix Table I1 presents the details of sample attrition resulting from
the process of geo-tagging each transaction report. We begin with the set of transaction
reports that contain non-missing information for reported value, guidance values, and
the property area. We also exclude reported values less than |1000) and area of under
10 square meters. After these initial filters, we have 215,121 transactions in our sample
period. 6,864 reports have no property description in the transaction reports, making
it impossible to identify its location. Of the remaining 208,257 transactions, we identify
the location for these properties using three different approaches. First, if the property
description in the transaction report contains the CTS number, we use it to match to
the CTS geo-location using our spatial polygons obtained from UDRI. Second, some
properties mention several CTS numbers in their property description. This happens
when large apartment blocks straddle multiple CTS, and in these instances, we map the
property to the first CTS number in the property description. Lastly, if there are no CTS
numbers available, we use the property description to obtain the latitude-longitude
information from Google Maps or Bing, and then match it to the geo-spatial data to
identify the CTS number for these properties. Using the three approaches to locate the
transactions in Mumbai, we successfully match the data for 187,999 transactions, or

67 The Propstack database of transactions does not enough identifying information for matching to
mortgages.

68 CTS stands for the Chain and Triangulation Survey Number in the Mumbai suburban district, and
the Cadastral Survey Number in Mumbai division. A set of CTS numbers form a sub-zone, and then
aggregate upwards to the Mumbai division of the IGR.
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87.3% of the full sample of transaction reports obtained from the IGR website.
To complete the match to Propequity buildings, we next match Propequity projects

to the CTS level based on the projects latitude and longitude. Finally, we use the av-
erage price of Propequity projects in a transaction’s CTS to estimate the transactions
“market” price.

Table I1
Data Validation: GIS Tagging

This table reports the sample attrition due to GIS tagging of all transaction data from the IGR (Panel A),
and validating the GIS tag by using circle rate information in the IGR transaction reports (Panel B).

Panel A: Sample Attrition
Number of Observations

Registrar 215,121
Without Property Description -6,864

With Property Description 208,257
Does Not Match to a CTS -20,258
Final Sample 187,999

- Perfect CTS Match 48,351
- Match on the First Number of the CTS 86,139
- Google/Bing based Match 53,509

We now describe how we matched these independently source transactions doc-
uments to mortgages. We start with the 215,121 independently sourced transactions
(see Table I1) and 125,195 mortgage transaction documents in the Mumbai central and
Mumbai suburban districts.69 Table I2 describes our matching procedure. We match
mortgages to transactions using the PAN (tax identification number) of the property
buyer (from the transaction document) and the borrower (form the mortgage docu-
ment), as well as the area (in square meters) of the property. 121,410 of the mortgage
documents have a usable PAN number and area information.

Matching directly based on PAN and area we are able to match 42,996 mortgage
transactions to a transaction document. Of these 42,996 matching mortgages, 10,385
are duplicate or extraneous documents for the same transaction. For this set of mort-
gage to transaction matches, we take the chronologically first matching mortgage and
drop the others. This leaves us with 35,706 transactions associated with a mortgage
(where we only keep the first mortgage). Of these 35,706 transactions associated with
a mortgage, 32,611 are transactions that had a property description and a CTS num-
ber (i.e. these are transactions that are in our transaction analysis sample of 187,999

69 Note for this matching exercise we start with the full number of sales transactions we downloaded
for this region before removing observations without a property description and without a CTS.
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transactions). Finally, amongst those 32,611 transactions with mortgages, 31,119 have
usable loan information and therefore can be used to calculate a loan to value ratio. To
summarize, we currently have 187,999 sales transactions. Of these, 31,119 are matched
to a mortgage and are assigned a loan to value ratio based on that mortgage. 1,419
are matched to a mortgage but we do not observe the loan to value ratio. This leaves
187,999 - (31,119 + 1,419) = 155,461 transactions that are currently not matched to a
mortgage and therefore assigned a loan to value ratio of zero.

We note that this matching procedure leaves 78,414 mortgages completely un-
matched to transactions. In order to asses whether we are systematically missing
underlying transactions, we present a comparison of the distribution of successful
and unsuccessfully matched mortgages in Figure I1. We find that the coverage is not
disproportionately missing any part of the property size and value distributions, but
caveat these results with the fact that there may be measurement error in the loan-to-
value ratio of transactions that we were unable to find a mortgage match for.

Figure I1
Mortgage Balance Tests

Panel A (B) represents an histogram of property size (value) for mortgages that either match or do not
match to a transaction in the sample.
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1. Number of Mortgages in Mumbai Post 2012 127,195
1.a - With a PAN 124,773
1.b - With a PAN and SQM 121,410

2.a Number of Matching Mortgages 42,996
2.b Number of non Matching Mortgages 78,414

3. Number of Earliest Matching Mortgages 35,706
3.a - With Transaction in our Sample 32,611
3.b - With Transaction in our Sample and LTV ≤ 1 31,119

Table I2
Mortgage Matching Summary Statistics
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