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Abstract

We develop a model of optimal taxation and enforcement when policymak-
ers seek both welfare maximization and “tax accuracy,” where taxpayers remit
the amount statutorily owed under truthful reporting; and characterize the op-
timal combination of tax rate and enforcement stringency. We apply the frame-
work to the Mumbai real-estate market, a setting with widespread misreporting
and a transparent enforcement instrument: government-specified guidance val-
ues set the minimum required tax base. Bunching evidence plus third party es-
timates of market values suggest under-reporting relative to market values, con-
sistent with the government setting low guidance values to avoid the problem of
overpayments. Structural estimates based on the observed level of guidance val-
ues suggest the government is willing to give up |2.12 in tax revenue to avoid
charging taxpayers |1 more than their statutory liability.
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1 Introduction

The central goal of tax enforcement is to promote tax compliance and accuracy, so
that taxpayers’ actual remittances align with the amount that they legally owe. Inaccu-
racies arise in the form of “underpayments” if taxpayers pay less than their statutory
obligations, e.g., due to evasion or avoidance activities. Inaccuracies may also take the
form of “overpayments” in net taxes, e.g., if taxpayers fail to receive credits to which
they are entitled, or if they are overbilled due to an error in tax administration. In this
paper, we develop a model of optimal taxation and enforcement wherein tax authori-
ties care both about maximizing welfare and about minimizing tax inaccuracies.

We apply the insights of this model to an empirical setting in a developing economy
featuring property transaction taxes with self-reported transaction values. Many coun-
tries have attempted to control under-reporting by creating formulaic assessments of
property value based on the physical location of properties, setting the tax base as the
higher of this government-assessed value and the sales price reported by property buy-
ers. Based on our review of transaction tax policies in the 82 largest cities in the world,
35 of these cities employ this specific system, and variants of this policy that involve
some form of “model-based” appraisal of property values are even more widespread.1

One such city is Mumbai, India, where we study the universe of residential property
transactions between 2013 and 2022 using a large and granular administrative dataset.
In this setting, home values serve as the basis for transaction taxes, capital gains taxes,
and annual property taxes; overall, real estate transaction taxes constitute approxi-
mately 20% of state government revenues in India.2

The statutory requirement in the Mumbai setting that we study is that property
purchasers report the true market transaction value to the government. If the buyer’s
reported value falls below the government assessed value (also known as the “guid-
ance” value), then the tax base is set equal to the guidance value. An important mode
of underpayment in this system is that buyers and sellers can collude to minimize
transaction tax liabilities by under-reporting the true transaction price to the govern-
ment.3 The primary mode of overpayment in this system is that guidance values may

1 Appendix Table A1 presents the cities that employ this guidance value system along with their
transaction tax rate. A detailed spreadsheet of valuation systems for the top 82 cities of the world can
be found here. We briefly discuss the broader context of cross-country variation in systems of property
appraisals for tax purposes later in the paper.

2 In Mumbai, there is a 5% stamp (transaction) tax, a 1% registration tax, and (small) property taxes
are levied in certain sub-regions.

3 The Indian tax administration (and anecdotal reports) discuss that the difference between the re-
ported value and the true transaction price is often transferred from buyer to seller in currency notes, to
avoid detection of tax evasion through the formal financial system. See Indian Department of Revenue’s
“White Paper on Black Money,” 2012, https://dor.gov.in/sites/default/files/FinalBlackMoney.
pdf.
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be set higher than true market prices for some properties—a natural result of funda-
mental heterogeneity in land and property characteristics even in small geographic
regions—forcing buyers to overpay in taxes, or to face costly and uncertain appeals
processes.

How might governments optimally set tax enforcement policy, i.e. guidance values,
in this environment to balance their twin objectives of maximizing welfare-weighted
tax revenues and minimizing inaccuracy? Raising guidance values will increase rev-
enues,4 but will inevitably lead some individuals to overpay, thus raising inaccuracy.
To understand and estimate this tradeoff, we develop an optimal enforcement model to
estimate our key parameter of interest ψ—the amount of tax revenue the government is
willing to forgo to avoid |1 of tax inaccuracy. To estimate this ψ parameter in the data,
we take a revealed preference approach. We assume that the government has optimally
set guidance values to jointly maximize tax revenues, redistributive concerns, and its
preference for tax accuracy. To precisely quantify the government’s preferences under
this assumption, we develop and estimate a structural model of taxpayer reporting be-
havior. Using this model of reporting behavior, we estimate ψ as the preference for tax
accuracy that maximizes the government’s objective function and matches empirically
observed guidance values.

Our structural model of agents’ reporting incentives adapts and extends the classic
tax evasion model developed by Allingham and Sandmo (1972) and Srinivasan (1973)
to study how real estate buyers in India choose the value to report for transaction tax
purposes. Buyers pay tax on the higher of their reported price and the guidance value,
unless they file a successful appeal. The decision reflects a trade-off between saving
on taxes and incurring the expected costs of audit, penalties for under-reporting, and
appeals-related hassle factors. These expected costs depend on both the probability of
being audited and the perceived likelihood that under-reporting will be detected. A
key feature of our model is that audit risk changes discontinuously at the guidance
value, generating bunching of reported transactions prices at that threshold. A buyer
with a true market price less than the guidance value may also be forced to overpay, or
to opt into a costly appeals procedure, so the model is well able to capture “crossovers”
of both under- and over-reporting around that threshold.

Consistent with these modelled incentives, in our administrative data, we find
prominent bunching of self-reported property transaction values at government-
assessed guidance values. 7.3% of reported transaction values bunch within 1% of
the guidance value, and an additional 13.9% report more than 1% below Interestingly,

4 This assumes small extensive margin elasticities, i.e., a small overall response of housing transac-
tions to changes in transaction taxes; we confirm this is the case in our empirical work)
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78.8% of transactions (corresponding to 26.5% of transaction tax revenues) are reported
at 1% or more above the guidance value, suggesting that penalties and/or moral con-
cerns impede a large part of the transacting population from simply reporting the min-
imum government value. We show similar bunching of reported transaction values at
guidance values in data from Sao Paulo, Brazil, in Appendix Figure A1, suggesting
that our methods are applicable elsewhere.5

While bunching itself is a likely smoking gun for tax inaccuracy (in the form of
under-reporting), we are interested in the prevalence of both under- and overpayment
of taxes, as our optimal tax framework suggests governments may have different pref-
erences over these different types of inaccuracies. To estimate the prevalence of under-
and overpayments we merge our administrative data on reported and guidance val-
ues with a third-party provided price dataset of new-builds developed and sold during
our sample period.6 These data serve as a proxy for market values, and are based on
collecting pricing sheets and other marketing materials from developers. Unlike the
distribution of reported property values around government-assessed guidance val-
ues, the distribution of this proxy for market values is smooth, with no bunching at
guidance values. The visible difference between the distributions of self-reported and
proxy market values constitutes the basis of our new technique to detect under- and
overpayments of transaction taxes.

Using this new technique applied to the data over the sample period, we esti-
mate under-reporting rates of 11%–30%; these average estimates come from under-
lying transactions that exhibit both under- and overreporting. When applied to Ma-
harashtra state, this range roughly translates to annual losses for the state government
of US$ 475mn to US$ 1.3bn lower tax revenues from property transactions in 2021—
approximately 1% to 2.7% of total state government revenue. While substantial, these
estimates are lower than the routine conjectures in Indian media and tax authority re-
ports, which have for decades assumed that buyers part-pay in cash and substantially
under-report real-estate valuations to launder undeclared income, such as cash earn-
ings and bribes (so called “black money”).7 The desire to reduce such black money has
motivated economically massive policy interventions, such as India’s 2016 demoneti-
zation.

Relative to under-payment behavior, we find less evidence of over-payments. Even
for the 14% of transactions that report a value less than the guidance value, we find

5 We replicate this plot based on exhibits originally shown to us by Thiago Scot as part of their
working paper Rocha, Scot and Feinmann (2023, mimeo).

6 Multiple real estate analytics firms in India collect and sell these data, and we expect such data
exists or will emerge in many developing country cities in the coming years.

7 See, for example, Indian Department of Revenue’s “White Paper on Black Money,” 2012, https:
//dor.gov.in/sites/default/files/FinalBlackMoney.pdf.
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most of these households are still under-paying taxes (even when their tax base is
the guidance value) relative to our estimate of the market value. The fact that over-
payments are rare is consistent with the government setting guidance values at rela-
tively low levels, because it has an explicit preference for avoiding inaccuracy in the
form of over-charging taxes.

Although bunching of reported values at government guidance values is consis-
tent with under-reporting, it could also be consistent with truthful reporting for at
least two reasons. First, while it is unlikely, infrequently updated government-assessed
property values could be extremely accurate and timely estimates of true underlying
transactions prices. Second, buyers and sellers might perfectly anchor transactions at
guidance values.8 If true underlying market values were observable, we could easily
distinguish between these alternative explanations, and this motivates our use of the
third-party price data as a proxy for true market value. While these data are purchased
and used by banks, developers, and investors in the real estate space, we nevertheless
consider the possibility that they are an imperfect proxy. We therefore adapt our ap-
proach and conduct several additional checks to account for measurement error.

First, we consider classical measurement error, where listing prices are noisy but
unbiased estimates of true market values, and note that aggregation helps smooth out
this noise. We show that if reporting is truthful and guidance values reflect true prices,
aggregated reported and proxy values should align—but systematic under-reporting
causes aggregated reported values to fall below proxy values, as we observe in the
data. Second, in a robustness check we address the issue of households reporting val-
ues greater than our estimates of market values (behavior we believe is suggestive
of measurement error). This form of measurement error takes a smooth form so we
attempt to account for it in a parametric way. Our main estimates and results are
similar under this measurement error correction. Third, we employ a more restricted
dataset (70% of the full sample) of “exact matches” across reported transactions and
third-party price data and confirm the robustness of our estimates. Fourth, we study
revisions of government-assessed values (which occur in three of the nine years in our
sample across multiple neighbourhoods) to confirm whether we are indeed uncover-
ing inaccuracy in tax payments. Consistent with this explanation, we observe large
spikes in the volume and value of registered transactions in the days and months im-
mediately before scheduled guidance value changes, consistent with gaming behavior
by agents rushing to register transactions right before these changes; we also find evi-

8 While we are unaware of direct evidence that market prices anchor on guidance values, Genesove
and Mayer (2001), Andersen, Badarinza, Liu, Marx and Ramadorai (2022), and Badarinza, Ramadorai,
Siljander and Tripathy (2024) show that property sellers anchor on original purchase prices, and Gar-
maise and Moskowitz (2004) suggest that assessed values may be informative about market prices.
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dence of agents back-dating transactions to pre-change dates to exploit lower guidance
values.

Having verified the robustness of our empirical findings, we turn back to the main
question that motivates this study. Intuitively, given that we observe 1) substantial
bunching in reported values at government-assessed guidance values; 2) the distribu-
tion of guidance values substantially below the proxy market value distribution over
much of its support; and 3) low estimated over-payments, we expect to estimate rela-
tively high government preferences for avoiding tax inaccuracy. This is because with a
lower preference for avoiding inaccuracy and a relatively higher weight on collecting
tax revenues, the government would choose to raise guidance values to substantially
increase revenue from taxpayers that report transaction values that exactly bunch at
the guidance value.

To estimate ψ, we first map our structural model of taxpayer reporting to the data.
To do so, we set some parameters in the model (such as the statutory penalty for de-
tected under-reporting) at their observed values, and for the sake of parsimony, use
single-parameter distributions to model underlying cross-taxpayer heterogeneity in
other parameters (such as the hassle factor associated with filing appeals, and buyers’
subjective beliefs about the probability of being audited). We find that the model de-
livers a good fit to the data, i.e., we are well-able to match the empirically observed
distribution of reported values, counts, and (as an untargeted moment) the average
under-reporting rate to the corresponding model-implied values using four estimated
structural parameters.

Our second step is to estimate the weight that the government places on its inac-
curacy minimization objective. We do so using the estimated misreporting aversion
distribution from the first step to predict reported values, and vary the unobserved
weight on the government’s inaccuracy penalty to match model-implied guidance val-
ues with observed guidance values in the data across different areas of Mumbai. We
estimate that the government has a high aversion to inaccuracy, and is particularly
averse to overcharging taxpayers—quantitatively, the government is willing to forego
|2.12 in tax revenues for each |1 of over-payment by taxpayers. To our knowledge,
this is the first estimate of a government’s preference parameter for avoiding tax inac-
curacy.

In a final step, we validate the model and these estimated parameters by gener-
ating out-of-sample predictions of government guidance values from the model. We
use these model predictions to forecast observed revisions to government guidance
values in the data. More specifically, in areas where the model predicts that observed
guidance values are too low (high), we later observe upward (downward) revisions to

5



guidance values out of sample in the data. This exercise confirms the model’s ability
to capture the government’s decision rule.

The paper is organized as follows. The remainder of this section reviews related
literature. Section 2 presents our structural model of taxpayer reporting behavior as
well as the government’s optimal tax policy problem. Section 3 describes the insti-
tutional background on how property is valued for tax purposes in our setting, and
introduces and summarizes the data. Section 4 documents empirical results on the
observed distributions of reported values, guidance values, and our proxy for market
values. Section 5 structurally estimates the model and validates it out-of-sample, and
Section 6 concludes.

1.1 Related Literature

Our conceptual framework builds most directly on the literature on optimal tax ad-
ministration and enforcement. Keen and Slemrod (2017), building on the early work
of Sandmo (1981) and Mayshar (1991), presents a conceptual framework in which a
policymaker maximizes social welfare by adjusting both tax rates and tax enforce-
ment parameters such as audit probabilities. This framework identifies the enforce-
ment elasticity of tax revenue as a key sufficient statistic, which quantifies the change
in revenues—accounting for behavioral responses of taxpayers—of adjustments in en-
forcement policy. We build on this work by accounting for policymakers’ potential
desire for compliance and accuracy in tax administration, as distinct from pure rev-
enue considerations.

Our empirical work relates to the literature on transaction taxes, which has mainly
focused on advanced economies (e.g., Best and Kleven 2018, Kopczuk and Munroe
2015, Dachis, Duranton and Turner 2012), and has typically not estimated the impor-
tance of asset value under-reporting or associated optimal policy, presuming that third
party reporting by mortgage lenders, real-estate agents, and other market participants
eliminates the ability of buyers and sellers to under-report transaction prices. For ex-
ample, Kopczuk and Munroe (2015) finds no evidence of evasion regarding a mansion
transfer tax in New Jersey, and while Slemrod, Weber and Shan (2017) finds evidence
of house price manipulation to avoid a higher average transaction tax rate in Washing-
ton D.C., they note that major tax evasion or avoidance behavior is unlikely in their
setting given the relatively small change in average transaction tax rates studied. Sood
(2020) highlights high transaction taxes as one component of land market frictions in
India (and likely other developing countries) that may hinder productivity overall.

A small but growing literature studies under-reporting behavior in real estate trans-
actions in China, though these papers do not analyze optimal enforcement policy in a
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context with under-reporting, which is our main focus. Fan, Wang and Zhang (2022),
Agarwal, Li, Qin, Wu and Yan (2020), and Agarwal, Kuang, Wang and Yang (2020)
compare reported values to data on underlying transaction prices collected by Chi-
nese real-estate brokerages (the brokerages maintain records of true transaction prices
because true prices serve as the basis for brokerage commissions). In the Mumbai set-
ting, similar to many cities in developing countries, such administrative data are not
recorded on true underlying transaction prices. Our approach for measuring under-
reporting can be applied more broadly to detect under-reporting whenever the govern-
ment sees reported and guidance values and can source (as we do) measures of market
value or listing prices from analytics companies or online listings portals—in line with
the broader agenda of technology-enabled improvements to developing-country tax
collection (Okunogbe and Santoro 2022, Dzansi, Jensen, Lagakos and Telli 2024).

A related literature studies ongoing property taxation, finding that assessed values
for property taxes can systematically diverge from recent transaction prices, with im-
portant distributional consequences (Avenancio-León and Howard 2022, Regan 2023).
In this context, we are the first to analyse under-reporting in a system of government-
assessed values. A key difference in our context is the statutory obligation for home-
owners to report the true market value; in typical advanced economy property tax con-
texts, homeowners are required to pay tax on the government’s assessed value, even
if the assessed value differs from the market value (Amornsiripanitch (2020) reviews
this literature).

In terms of possible remedies, Pomeranz and Vila-Belda (2019) survey research with
tax authorities, focusing on policy interventions aimed at increasing tax revenues. To
our knowledge this work has not studied real estate under-reporting nor the optimal
setting of enforcement policies, especially in contexts where agents can choose to report
at or above government-assessed values, though Casaburi and Troiano (2016) study
the political economy consequences of an Italian national reform that aimed to force
property owners to register their land so as to enter the tax base (an extreme form of
asset value under-reporting is hiding property ownership from the government).

Our analysis of property value under-reporting also connects to early analyses of
black money in Indian real estate, which studied the government’s pre-emptive pur-
chase provision, under which the central government tax authority was allowed to
purchase any property at 15% above the reported value, creating strong incentives
for accurate reporting.9 In statute, the government was supposed to randomly se-

9 This system appears to have been proposed in the economics literature by Harberger (1965), al-
though Taiwan had a similar, largely unsuccessful, system implemented around the same time period
Chang (2012). See Posner and Weyl (2019) for other examples of such “self-assessment” based mecha-
nisms. A challenge to these systems is that those in charge of implementing the policy may be bribed to
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lect property transactions to determine whether to exercise this right, though most
sources suggest the sampling was not conducted randomly. National Institute of Pub-
lic Finance and Policy (1995) estimate 44.8% under-reporting using a small sample of
Mumbai transactions under this policy,10 and the same study conducts a survey of
real estate brokers and concludes from this evidence that approximately 60% of true
transaction values were under-reported (for earlier small-sample estimates see, Tandon
1987, Gopalakrishnan and Das-Gupta 1986). In a survey article on Indian transaction
taxes, Panchapagesan and Karthik (2017) notes that there have been no more recent
aggregate estimates of black money in Indian real estate transactions.

Finally, our (relatively low) estimate of the property value under-reporting rate is
potentially useful for developing country studies on how neighborhood change, trans-
portation infrastructure, and zoning reforms affect real estate prices, as these studies
often use guidance property values in lieu of frequently unavailable market price data
(Anagol, Ferreira and Rexer 2021, Tsivanidis 2019, Gechter and Tsivanidis 2020, Harari
and Wong 2018).

2 Model

We model taxpayers who optimally report values that may differ from true under-
lying asset values. This model of misreporting serves as the foundation for our analysis
of optimal tax policy when agents have incentives to misreport.

Canonical optimal taxation models typically operate under the assumption that tax
authorities are solely concerned with maximizing social welfare (Ramsey 1927, Mir-
rlees 1971, 1986) when faced with individual agents who rationally optimize their eco-
nomic decisions. Our goal here is to study how governments optimize policy when
they are motivated both by welfare-maximization and “inaccuracy minimization” im-
peratives. This latter channel is a type of fairness criterion: Governments may not
wish to obtain tax over-payments from taxpayers who truthfully report asset values,
or to allow misreporting agents to substantially under-pay taxes relative to what they
would owe if they truthfully reported.

avoid exercising the government’s right over certain properties.
10 National Institute of Public Finance and Policy (1995) does not directly report the sample size for

this estimate, however Table 3.1 in that study counts 46 properties purchased in Mumbai under this
program.
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2.1 A Model of Taxpayer Reporting Behavior

We adapt and extend the classic tax evasion model developed by Allingham and
Sandmo (1972), Srinivasan (1973) and Yitzhaki (1979) to model individual taxpayer be-
havior. A taxpayer purchases an asset—in our empirical application, real estate—for
market price m and then chooses the value r they report to the government, which
could differ from m. The property has an associated government-assessed guidance
value, which we denote by c (for “circle rate”; the nomenclature used in the empiri-
cal context, which we describe in detail later), and τ is the transaction tax rate. The
transaction tax liability is therefore τ × max(r, c), i.e., the tax base for the asset is the
maximum of the reported value and the guidance value unless the individual chooses
to appeal. If the appeal is granted, an individual with r < c is permitted to pay τr in
tax.

In practice, the guidance value c is computed on a property-specific basis using
a coarse set of observables such as property size, some property attributes, and geo-
graphic location (as we later detail, the government divides Mumbai into “subzones”
which share a common guidance value). To simplify notation in what follows, we
consider, without loss of generality, the problem of a representative taxpayer with a
specific c, r, and m. When we model the consequences of the government varying c in
the analysis that follows, variations in this policy parameter appropriately rescale all
guidance values within a subzone.

The taxpayer’s optimal reporting amount after making a transaction trades off
reductions in transaction taxes against increases in the probability of a costly audit
(which potentially incurs a penalty for under-reporting).

The taxpayer’s reporting decision is modelled as follows:

r∗ = arg min
r

{
τr + π ·

(
t ·
(
1 + β(c − r)+

)
+
(

1 − r
m

)ρ
nτ(m − r)+

)}
(1)

The buyer pays a tax on the reported transaction value, τr, with certainty. The
parameter π, interpreted literally, represents the probability that the buyer is audited.
We can also interpret π more broadly as the weight a buyer places on the aversive
considerations involved in misreporting, such as their subjective probability of being
audited, their inherent morality, or their fear of stigma.

If audited, the buyer incurs two types of costs. The first cost is a transaction ver-
ification cost, t, which can be interpreted as the cost of undergoing an audit in the
case of involuntary verification, or as the cost of filing an appeal to reduce owed tax.
An appeal may be filed by the taxpayer, for example, if the market transaction value
m really lies below the guidance value. The cost t incorporates lawyer and accoun-
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tant fees as well as any psychological costs or hassle factors associated with being
audited or filing an appeal. If the transaction cost is incurred on account of an ap-
peal where the buyer reports r < c, the cost t increases proportionally by β(c − r)+,
where (c − r)+ = max(0, c − r). Put differently, the costs of appeal scale with the ex-
tent to which r is lower than c, capturing the increasing difficulty of persuading the tax
authorities to accept large gaps in statutorily owed taxes.

The second cost is the expected penalty owed to the authorities if the audit detects
under-reporting. The buyer believes that conditional on an audit, under-reporting de-
tection occurs with probability

(
1 − r

m
)ρ, in which case he/she incurs an additional

penalty of n · τ(m − r)+, where n is the penalty multiplier (n = 4 is set by the author-
ities in the Mumbai context) and τ · (m − r)+ = τ · max(0, m − r) is the evaded tax
balance (note that there is no penalty if m < r).

The parameterization of the belief about under-reporting detection
(
1 − r

m
)ρ im-

plies that this probability ranges from 0 (under truthful reporting with r = m) to 1
(under full misreporting with r = 0). The parameter ρ ∈ [0,+∞) controls the buyer’s
beliefs about under-reporting detection between these extremes, as Figure 1b shows.
A low value of ρ implies that buyers perceive the detection probability to be high un-
less the reported r is close to the truthful transaction value m. A higher value of ρ

implies that the perceived detection probability is close to zero even for those who re-
port r well below the truthful value of m. Heterogeneity in ρ thus captures individual
heterogeneity in beliefs about under-reporting detection.

We assume that the audit probability when r ≥ c, denoted πr≥c, is bounded above
by and less than 1. The lower bound of πr≥c is governed by the penalty multiplier. To
see this, consider the extreme case of ρ = 0 and t = 0. For an audit to matter at all to
the agent even in this case, nπr≥c > 1, meaning that the probability πr≥c must be at
least 1

n . If this is not satisfied, the tax savings from under-reporting always outweigh
the penalty from under-reporting if the agent is caught, leading to a degenerate case in
which all agents fully under-report.

We treat a taxpayer decision to report r < c as a decision to trigger verification (i.e.,
to undergo a “voluntary audit”), meaning that by assumption, πr<c = 1. This is to
capture the reality in our setting that a taxpayer can reduce their tax base below c only
by successfully appealing their case. Figure 1a plots model-implied π for values of r
over and under c, and shows that there is a strong discrete incentive for agents in the
model to report r = c rather than r < c (this is consistent with the bunching observed
in the data, discussed in the next section). This incentive arises because a buyer that
reports r < c triggers an appeal, meaning that they do not pay τc (as they would if
they reported r = c), but rather τr plus the verification cost t(1 + β(c − r)+, plus the
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expected penalty (1 − r
m )ρnτ(m − r)+ (which may be positive if they report r < m).11

The taxpayer in the model can choose to report r = c, r > c, or r < c; their payoffs
are governed by the values of π that apply in each case. The solution to the minimiza-
tion problem in equation (1) is:

r∗ = m ×

1 −
(

1 − (β t
τ )

+

πn(1 + ρ)

)1/ρ
 , (2)

where (β t
τ )

+ applies only when r < c. The buyer works out the r∗ using equa-
tion (2) assuming πr<c = 1, and also π = πr≥c, and chooses between reporting r∗r<c,
r∗r>c, and r∗ = c. The buyer then picks the value of r∗ that minimizes their expected
payout.12

The buyer’s optimal choice of r∗ thus depends on the parameters ρ, t, π, and β (not
counting those set by the government, such as τ and n). To illustrate this dependence,
the blue line in Figure 1c plots optimal reported transaction values normalized by the
guidance value (i.e., r∗/c) for different values of ρ, assuming that m = 2c. The audit
probability π jumps discontinuously from πr≥c to πr<c = 1 at the point r = c; the solid
line in the figure shows that when t = 0, for a range of values of ρ, optimal reported
values bunch exactly at the guidance value, i.e., r∗/c = 1 on the y-axis. The dashed
line in the figure shows that when the transaction cost t is assumed positive, there is a
noticeable increase in the range of values of ρ for which r∗ = c.

Diffuse Bunching: The frictionless model discussed above delivers sharp bunching
at c. It is possible that bunching in the data is not perfectly aligned with the guidance
value, a common feature of many observed bunching distributions (see, e.g., Anagol
et al. (2024)). To capture such diffuse bunching in the model, we extend the setup
such that a buyer i can believe that the probability jumps from πr≥c to πr<c at a value
ci that is slightly above c, i.e., ci = c + ϵi where ϵi is assumed positive (this can be
micro-founded as heterogeneity in buyer beliefs about the size of deviations from the
guidance value the tax authority will tolerate before ordering an audit). We then have:

11 While we have unsuccessfully sought administrative data on appeals and their outcomes, anecdo-
tally, our understanding is that one reason buyers report r < c is that they intend to appeal a guidance
value that is set higher than the property’s market value. We also note that it is possible in the model
for transactors to report r < c even when their market value m > c; we do observe this case in the data.
Finally, it is theoretically possible for buyers to report r < c but then choose to to pay τc rather than
appeal—for example if they want the “truth” reported on the sale deed even though the system forces
them to pay more.

12 Technically, when π = 1, it is possible that r∗ > c minimizes the expected payout. However, we
rule this case out by assumption, as π = 1 only occurs when r < c.
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π(r, c) =

πr<ci = 1 with r < ci = c + ϵi

πr≥ci < 1 with r ≥ ci = c + ϵi

(3)

If m > c, then in the presence of this added friction, the discontinuity in π occurs at
c + ϵi > c. If m < c, then buyers choose either to report the truthful transaction value
r = m < c or to report a higher-than-truthful transaction value r = ci in order to avoid
incurring the audit cost t.

Although t does not appear in equation (2) when r > c, it is particularly salient for
buyers with m < c but close to c. In other words, when buyers have a high t, but their
true m is lower than c, they may choose to report at c to avoid incurring the t costs.
Figure 1c plots the r/c values on the y-axis for various values of ρ, with and without
t. As discussed earlier, even a small t = 0.01 increases the region for under-reporting,
thus playing a role in the magnitude of bunching that arises from the mass coming
from both under and over c.

The tax implications of misreporting are in reality more complex than this simple
economic framework. For example, mortgages can reduce under-reporting because
lenders base loan amounts on the property’s officially reported value, incentivizing
buyers to report more truthfully in order to access greater mortgage financing. When
such external financing is needed, buyers face higher costs for under-reporting, such
as sourcing expensive informal loans or settling for smaller properties, increasing the
appeal of accurate or even inflated reporting to maximize formal credit access. Our
method captures such motivations in the ρ parameter, in the sense that the incentive
to report r > c can be interpreted as a desire for mortgage credit rather than, or in
addition to, a desire to avoid under-reporting detection.

There may be additional incentives for buyers to under-report to reduce ongoing
taxes on property/asset values.13 There may also be opposing incentives—for asset
buyers to “over-report” to increase their current cost basis and reduce future capital
gains taxes. We note that buyers who focus on minimizing the current transactions tax
burden have under-reporting incentives that are well-aligned with sellers who wish
to report depressed sale values to minimize capital gains taxes. However, financially-
constrained buyers and forward-looking buyers that care about the capital gains tax
basis more than transaction taxes may have opposing incentives to sellers, thus reduc-
ing opportunities for collusion to report low asset values. We do not consider such
capital gains tax incentives for buyers in our model, primarily because the horizons

13 One appealing feature of the institutional setting for our empirical work is that annual property
taxes are only a function of the government’s assessed value, not the reported value, so concerns about
annual property taxes do not affect household’s reporting behavior at the time of transaction. See https:
//housing.com/news/guide-paying-property-tax-mumbai/ for details.
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over which housing transactions occur are very long, depressing the relative impor-
tance of this channel in determining government guidance value policy.

2.2 Optimal Government Policy

The government chooses values for the tax rate τ and the guidance value c—which
we view as our policy instrument of interest—to maximize its objective, taking as
given the taxpayer’s optimization behavior over the reported value r∗ described by
the model above.14

In principle, a welfare-maximizing government selects these policies τ and c, as
well as the myriad other parameters governing tax and regulatory policies to maximize
some global objective function subject to a resource constraint. Rather than model this
full optimization problem in all its complexity, we restrict attention to components of
the objective that are sensitive to the selection of the guidance value c, implicitly hold-
ing fixed other dimensions of policy and specifying only the way in which marginal
policy adjustments affect various dimensions of the government’s objective.

The selection of the optimal guidance value c can be viewed as a choice of optimal
enforcement activity along the lines of Mayshar (1991) and Keen and Slemrod (2017).15

To represent the effects of marginally varying the guidance value c, the first relevant
component is the effect on transaction tax revenues. Formally, indexing individuals by
i distributed with measure ν(i), transaction tax revenues can be written simply as

R(τ, c) =
∫

τ
(
r∗i + ϕn(mi − r∗i )

+
)

dν(i), (4)

where ϕ represents the proportion of under-reported transaction values that are de-
tected and recovered in the form of penalties. In practice, our empirical setting corre-
sponds to one in which audits are very rare, and even recovered penalties are eroded
by government-side transaction costs of verification and collection, so we consider
ϕ = 0 to be a reasonable approximation which we adopt hereafter. As a result, the
revenue effect of marginally changing c is

R′
c(τ, c) = τ

∫ dr∗i
dc

dν(i), (5)

As we will see in the empirical patterns in the next section, a prominent mass of tax-
payers choose a “corner solution” with r∗i = c, implying that for them dr∗i

dc = 1, and that

14 We also take as given the penalty multiplier n, as well as size and number of subzones, which the
government also decides on. The smaller the subzone, the more tailored the government-assessed value
can be, but increasing the number of subzones also comes at a cost.

15 Viewed in this way, the first-order condition for optimal policy has as its analog equation (8) from
Keen and Slemrod (2017).
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revenue increases one-for-one with the guidance value. Many other taxpayers appear
to exhibit partial misreporting, falling in the “fuzzy bunching” area above c but (pre-
sumably) below their true transaction value mi.16 These taxpayers’ reporting response
to a marginal change in c is governed by the structural model described previously,
and simulated in our structural model to follow.

Balanced against the revenue considerations in equation (5) are the utility impacts
on taxpayers from a marginal reform to c. In many optimal taxation settings, these
utility impacts take a simple form: they are the mechanical financial cost of the re-
form for taxpayers—weighted by the taxpayers’ welfare weight, usually representing
their marginal utility of consumption—computed while holding fixed taxpayer behav-
ior. The logic for this calculation stems from the envelope theorem: marginal adjust-
ments in taxpayer behavior (such as earnings adjustments) have no first-order effects
on their own utility because, starting from behavior that already maximizes taxpayer
utility, such adjustments have no first-order effect on their utility. In this setting, how-
ever, that logic is complicated in two ways. First, taxpayers who “fully misreport”
with ri = c appear to be at a corner solution, in which case the envelope theorem
does not apply. Second, even for taxpayers at an interior solution with c < ri < mi,
there is debate about whether their disutility from evasion should be given normative
weight in the policymaker’s objective function when c is raised, as the envelope theo-
rem assumes. More generally, one might wish to apply a different normative weight
to revenue raised from a compliant taxpayer (e.g., via a tax increase) than from a non-
compliant taxpayer (e.g., via evasion).

To handle these nuances in a flexible but transparent way, we adopt a particularly
simple specification in which we treat all of the funds raised from taxpayers in re-
sponse to a c-reform as a weighted money-metric cost to them. This specification is
very natural for taxpayers who fully misreport, in the sense that raising c mechanically
raises funds from them as their fully misreported tax base increases one-for-one. The
specification can also be understood as a reduced-form way of encoding the norma-
tively ambiguous utility costs to partial-downward-misreporters with c < ri < mi, as
it assumes a (flexibly-weighted) cost to them proportional to the additional tax they
pay as they adjust ri in response.

More formally, we assume that the welfare cost of raising a marginal rupee from
individual i due to a small reform to c is equal to gi. In this case, the welfare cost of a

16 There is also an extensive margin elasticity for the tax authority to consider, i.e., the total number
of asset transactions may fall if c is raised sufficiently high. This channel is represented in the revenue
equation above by the possibility that r∗i falls discretely to zero in response to a marginal increase in c.
In our empirical application, we find no evidence of such an extensive margin response beyond very
short-run time-shifting responses, and so we do not model a positive extensive margin elasticity (see
Appendix D).
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reform to c (excluding the revenue considerations above) is equal to

τ
∫

gi ×
dr∗i
dc

dν(i) (6)

In its most general form, the weight gi may depend on many features of i’s situa-
tion, including their marginal utility of consumption (as is conventional in models of
optimal taxation) as well as other considerations, such as whether the taxpayer is evad-
ing taxes. In this most general interpretation, these are general weights as described
in Saez and Stantcheva (2016).17 For application in our context, we assume that these
weights take a more specific form:

gi = g(mi) + ψover · 1{ri < mi} − ψunder1{ri > mi} (7)

where the component g(mi) represents i’s marginal utility of consumption, which is
assumed to depend on one’s wealth, as proxied by the value of the property. The terms
ψover and ψunder allow for the government to place a different value on funds collected
from taxpayers who are either over-paying or under-paying relative to τmi. These
weights can be viewed as a flexible reduced-form representation of a broad range of
reasons a policymaker might value tax accuracy, such as the political costs of over-
collecting from taxpayers relative to their true transaction amount, or the dynamic
incentive costs of allowing underpayments to persist without penalty.

Combining equations (5) and (6) produces the net effect on the goverment’s objec-
tive of a marginal reform to c:

dW
dc

= τ
∫ dr∗i

dc
(1 − g(mi)) dν(i)

− τ
∫ dr∗i

dc
(ψover · 1{ri < mi} − ψunder1{ri > mi}) dν(i) (8)

This framework enables us to study optimal tax policy in the presence of misre-
porting, with individual taxpayers optimizing their reporting behavior, and the gov-
ernment balancing its twin objectives of raising revenue (accounting for the conven-
tional welfare costs of their incidence on taxpayers) and minimizing inaccuracy of tax
payments. In some of the analyses to follow, we consider the special case in which
the government’s aversion to inaccuracy is symmetric for over- and under-payment,
in which case we simply use the notation ψ := ψover = ψunder. Our goal is to illustrate
how one can quantify the government’s revealed for tax accuracy through this param-

17 As shown by Sher (2024), such generalized weights must implicitly entail a global objective if they
are to provide consistent rankings.
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eter. We now turn to describing the institutional context, and empirically applying this
framework to a rich dataset tracking the real estate market of Mumbai, India.

3 Institutional Background and Data

3.1 Institutional Background

Systems of property valuation for taxation purposes vary around the world, and
can be broadly classified into two types. In the first type, taxation authorities generate
“decentralized” (i.e., property-specific) assessed values, using a number of different
approaches. In some jurisdictions, assessors determine property valuations using a
combination of site visits and comparable analysis. In others, assessors determine the
valuation by inputting features of the property (e.g., residential/commercial, square
footage etc.) into a hedonic model.18

Physical assessment of individual properties can produce greater accuracy in de-
termining market value, which is helpful given substantial unobserved heterogeneity
in property quality even within small regions. Moreover, in decentralized assessment
systems the guidance value is the statutory tax base; meaning that the owner has no
reporting obligations. However, such individual assessments can be costly to imple-
ment and/or inaccurate given the scarcity of qualified assessors, and they can also be
subject to manipulation, for example when assessors are bribed to lower assessments
(Khan, Khwaja and Olken 2016). An alternative method of decentralized valuation is
the so-called “self-assessment” method proposed by Harberger (1965), which encour-
ages truthful self-reporting by giving the state the right to purchase the property at the
property owner’s self-assessed value.19

The Indian tax authorities (and many other jurisdictions, including, among others,
Brazil, Colombia, Mexico, Thailand, Indonesia, Philippines, and New Zealand, see Ap-
pendix Table A1) utilize an alternative “centralized” system of property valuation for
taxation purposes. In such systems, the authorities assign location-specific (usually
per-square-foot) valuations as a lower bound tax base for all properties in the physical
location, and periodically update these valuations as market prices evolve. The statu-
tory requirement is that owners report the true market value of their property, with

18 For example, the Danish system of tax assessor valuation at different points in time adopted both
property-specific and model-based property assessments (Andersen, Badarinza, Liu, Marx and Ra-
madorai 2022). In the United States, depending on the location and property type, local governments
often conduct comparable-sale based assessments to determine the tax base. See, for example, this de-
scription of New York state property taxes, accessed February 2023.

19 Chang (2012) argues that even with these incentives property owners in Taiwan greatly under-
reported property values, because the probability of the state actually exercising the right was too low.
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the tax base set as the maximum of the lower bound tax base (henceforth “guidance
value”) and the owner-reported value. The owner faces a penalty, typically a multi-
ple of the amount of tax avoided if they report a value lower than the true market
value (note that the true market value can be different from either or both of the guid-
ance and reported values). Owners also generally have some form of (costly) recourse
available to prove that lower valuations than the guidance value can be justified. Such
centralization is more cost-effective than property-specific assessments, and can lower
the probability of captured assessors. However, guidance values (especially when in-
frequently updated) can be inaccurate measures of market value.20

Conversations with market participants, and reports from regulators in the Indian
centralized tax assessment system suggest that under-reporting follows a typical pat-
tern.21 The buyer (usually an individual) and seller (either an individual or a real estate
developer) of an apartment agree on a transaction price. If this price is higher than the
guidance value, to avoid taxes, they also agree to under-report the transaction price on
the registration document (a frequent choice is to report exactly the guidance value; in-
terviews with market participants suggest auditing is virtually non-existent as long as
the reported value equals or exceeds the guidance value).22 To prevent detection of the
under-reporting by paper/digital trail, the gap between the transaction price and the
reported price is paid physically in cash; an alternative is that part of the true transac-
tion price can be misinvoiced as a higher “service charge” (this is especially prevalent
in individual-developer contracts). This ensures that the bank records associated with
the transaction are in agreement with the reported value on the registration, which is
important, since buyers and sellers are required to report their tax-identification num-

20 In parts of the U.S., tax authorities apply formulaic growth rates to historical assessed values, which
is a similar approach (e.g., California’s Proposition 13, see http://Santa-Clara-property-assessments ac-
cessed February 2023.)

21 See, for example, https://timesofindia.indiatimes.com/blogs/law-street/

black-money-does-the-devil-lie-in-real-estate/. A similar discussion of under-reporting
real estate transactions in rural France is recounted in Mayle (2000): ”This is the two-price purchase,
and a typical example would work as follows: Monsieur Rivarel, a businessman in Aix, wishes to sell
an old country house that he inherited. He wants a million francs. As it is not his principal residence, he
will be liable for tax on the proceeds of the sale, a thought that causes him great distress. He therefore
decides that the official, recorded price—the prix déclaré—will be 600,000 francs, and he will grit his
teeth and pay tax on that. His consolation is that the balance of 400,000 francs will be paid in cash,
under the table. This, as he will point out, is an affaire intéressante not only for him, but for the buyer,
because the official fees and charges will be based on the lower, declared price. Voila! Everyone is
happy.”

22 While the law states that guidance values should be formulaic, following centrally assigned guid-
ance values, it is possible that the tax authority manually enters a valuation at their discretion. While
this practice was not mentioned in our interviews with market participants, Comptroller and Auditor
General of India (2016) discusses a few large transactions where the guidance value formulas were not
followed. As we have administrative data on guidance values, our method also detects under-reporting
arising from such inspector discretion.
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bers to enable cross-verification with transactors’ bank accounts. Typical methods of
obtaining large sums of cash include accrued currency from business operations, a se-
quence of smaller withdrawals from bank accounts over time, or writing a check as a
“gift” to a friend or relative in exchange for the cash. In some cases, cash funds can
also be sourced or earned completely outside the tax net; this is referred to as “black
money” in the Indian context.

3.2 Data

While market participants state that under-reporting is common, the general sen-
timent is that market prices are well understood, especially by developers and real
estate brokers. Brokers are even known to quote market prices based on the appetite
for under-reporting (i.e., a lower overall price for a higher cash share). However, it is
generally not an easy task (and one to our knowledge that has not been undertaken) for
the tax authority to acquire systematic data on market prices (by interrogating brokers
and/or developers, or scraping and accurately matching data from online housing list-
ings) and conduct the kinds of comparisons that we undertake in this paper. We now
describe the specific data sources that we compile and merge for this purpose.

3.2.1 Registrar Data

The first dataset that we employ comprises real estate transaction registration doc-
uments from the Inspector General of Registration and Controller of Stamps (IGR),
Department of Revenue, Government of Maharashtra, India. For our analysis, the
important information in these documents is: 1) the reported property value; 2) the
guidance value; 3) the transaction tax paid; 4) the property’s floor space area; 5) infor-
mation about buyer and seller type (corporate or individual); 6) the transaction date;
7) the registration date. These data are publicly available from the registrar’s website,
and cover all available transactions between 2013 and 2018. See Appendix Section B.1
for a complete description of this data and example documents.

We augment the IGR administrative data with data provided by Propstack Ana-
lytics which cover the period from 2013 to 2022. Propstack (https://www.propstack.
com/) is a for-profit real estate firm that uses transactions to provide pricing and own-
ership information via its Zapkey (https://www.zapkey.com/) data platform. In ad-
dition to the IGR variables described above, Propstack Analytics also provides us: 1)
an indicator for whether a property was sold by the developer directly (a ”primary”
sale) or sold by an individual; 2) the number of buyers; 3) the unit number; 4) the
floor number of the apartment; 5) the name of the real estate project associated with
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the transaction; and 6) the latitude and longitude of each project location in Mumbai.
Propstack covers all transactions reported in the IGR admin data, thus resulting in no
loss of information for our analysis. We further confirm that the overlapping data from
the two sources are identical; a 10% random sample of Propstack transactions between
2013–2018 perfectly match IGR reports. Figure A2 presents a comparison of aggregate
counts of transactions and tax revenue from the IGR data, Propstack Analytics, and
the aggregate numbers of transactions reported by IGR for the Mumbai Metropolitan
Region—a region larger than the coverage of our sample but the closest level of aggre-
gation for comparison.23

Between IGR and Propstack Analytics, the data cover the universe of registered
residential real estate transactions in Mumbai and Mumbai suburban areas from 2013–
2022 worth US$106.92 billion. This region is the most important metropolitan area in
the state of Maharashtra, a state that generates a quarter of India’s GDP. Our region
of study remits approximately 30% of the state’s total stamp tax revenues.24 There is
also comprehensive spatial information available for this region, which we use in our
empirical analysis.

3.2.2 Propequity Data

Our independent source of market price data (i.e., the proxy p measuring m) comes
from Propequity (https://www.propequity.in/), a real estate analytics firm that main-
tains a subscription real estate information portal for the Indian real estate market.
Propequity is a for-profit analytics firm that primarily earns revenue by selling access
to its data products. The subscribers are real estate public and private equity investors,
banks and real estate developers. The primary use case is to understand trends in local
prices and quantities for new residential projects being developed.

Propequity aims to provide data on all new real estate projects in India with po-
tential revenues over 10 million rupees (roughly US$ 200,000), with coverage varying
over locations. Over the time period 2013 to 2022 this dataset includes information
on approximately 11,930 real estate projects (each such project has multiple apartment
buildings which in turn have multiple apartment units) from the Mumbai and Mum-
bai suburban regions. For each project, we observe a number of characteristics: longi-
tude, latitude, a masked developer ID, the number and format of apartment units and

23 The government guidance value is determined by multiplying the guidance value (set on a per
square meter basis for a given sub-zone × year within the city) by the area of the property. Additional
adjustments to the guidance value are made based on other features, such as the floor on which the
property is located or whether a parking spot is included with the property.

24 Region-wise stamp tax revenue sourced from https://igrmaharashtra.gov.in/dashboard_

Data_ArticlewiseAndYearwise.aspx?GvData=maharashtra.
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amenity information, date project units started being sold, date project construction
was completed, luxury status, and an estimated current sales price of the apartments
in the project (the main variable for our purposes), in addition to a few other fea-
tures. The quarterly price data are reported as the price per square foot for a “base”
level apartment in the building (i.e., excluding optional amenities like parking spaces,
higher floor levels, etc.).

These price data are sourced through two major methods: 1) physical visits to de-
velopers’ sales offices to collect pricing sheets for projects and 2) collecting developer-
emailed advertisements of projects, which report prices.25 Developers typically mar-
ket their apartments at a per-apartment price. The data provider converts this to a per
square foot price using the developer’s reported “carpet” area per apartment, which
is the area of usable space within the apartment including interior walls, but exclud-
ing exterior walls, outdoor spaces such as balconies, and any public spaces within the
building. The provider uses these data to conduct valuations for banks that make mort-
gages, and note that in this context they are asked to provide an estimate of the total
value of the apartment, including both the reported value and any under-reporting to
avoid the transaction tax. 26

These price data serve as our proxy p for m, the true market value of transactions
in the administrative data. We match Propstack transaction level data to Propequity
price data, using the name of the project in which the transaction occurs, and the lo-
cation (by latitude and longitude) every quarter. Of the total of 260,614 transactions
recorded in Mumbai and Mumbai suburban regions between 2013 and 2022, 60.01%
or 156,645 Propstack transactions are exact project-level matches to Propequity. We
match the remaining 40% of transactions to the most geographically proximate Prope-
quity project. Figure A3 documents the match quality in the data. Overall, 95% of
all registered transactions are matched to Propequity transactions within 500 meters
of the latitude-longitude of the purchase transaction, and we eliminate from our anal-
ysis successful matches that are further than 1 kilometer away from the location of
the associated Propstack transaction. Figure A4 shows the spatial distribution of the
transactions in our final sample for study. While the overall match quality is high,
we carefully investigate effects of measurement error in p in greater detail later in the
paper.

Table 1 presents means, medians, and counts by year for our primary analysis vari-
ables. 71% of transactions are sales made by a corporate entity (typically a real estate

25 An example pricing sheet is given A7.
26 Propequity also reports an estimated number of units sold within the building in a given quarter.

As we have administrative data on sales from the registration documents, we do not use this information
in our main analysis.
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developer), with the rest made by individuals. The average property is 76 square me-
ters (818 square feet) in size. The average reported value r over the sample is US$
321,770. The average government guidance value c is 19% lower, at US$ 261,860, but
the average p value is higher, at US$ 367,290. Based on these raw averages a simple cal-
culation delivers an under-reporting rate of 12.4%; we approach this more rigorously
below.

Appendix Figure A5 shows a binned scatter plot of p, r and guidance values c from
our main sample of 260,614 transactions. The p and r values are highly correlated with
c, suggesting that c values are set to match geographic variation in market prices. Re-
ported values r are lower on average than estimated market values p, but also strongly
correlated with them. As mentioned earlier, the positive relationship between p and
c lends credence to the idea that guidance values can be useful proxies for market
values in developing country cities where high quality individual transaction market
price data is not available (e.g., see Anagol, Ferreira and Rexer 2021, Tsivanidis 2019,
Gechter and Tsivanidis 2020, Harari and Wong 2018).

4 Empirical Results

In this section, we document bunching and compute a measure of property value
under-reporting using the data. fFigure 2a plots the empirical distribution of r−c

c
around zero (the blue triangles). The figure shows counts of transactions within 2%
bins, with the bin around zero ranging from -1% to +1%. All three figures in Figure 2
also include our structural model fits, but we postpone discussion of these to the next
Section.

The plot reveals that 13.9% of households report more than 1% below the
government-assessed value; the average (median) r for this group is 24.9% (14.7%)
lower than c. On the face of it, this is evidence that c imperfectly tracks m, since a non-
negligible fraction of households is willing to pay verification costs to certify m < c.
Second, there is visible bunching of reported r at the government-assessed c.27 Figure 2
panel (b) shows the aggregate tax-base (i.e. the aggregation of max[r, c]) value of trans-
actions within r−c

c bins, reported in billions of Indian rupees. The blue triangles here
confirm that a large fraction of the tax base comes from transactions that report/bunch
exactly at the guidance value, further motivating our structural analysis of how guid-
ance values are set.

The red triangles in Figure 2 panel (a) show how the proxy for market value p

27 Appendix Figure A6 shows transaction counts with one-tenth of 1% bins r−c
c bins, showing that the

bunching of transactions at the guidance value is distinct and sharply identified.
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is distributed around c. In contrast with the distribution of reported values, the p−c
c

distribution is centered at roughly 30%, and appears smooth with no bunching at zero.
The smoothness of the distribution combined with its centering at 30% suggests it is
unlikely the government is optimally targeting market values with guidance values.
To the right of the bunching region, the market value distribution resembles a right-
shifted version of the r−c

c distribution; this is consistent with substantial tax inaccuracy
via under-payment of taxes relative to market values. The fraction of transactions with
p−c

c < 0 is 14.5%, consistent with some tax-payers either over-paying taxes or facing
costly audit procedures to certify their lower tax values.

Figure 2b contrasts the sum of tax base values (max[r, c]) (blue triangles) with the
sum of estimates of total market values within r−c

c bins (red left-arrows). The aggrega-
tion of rupee amounts within bins in this plot helps to alleviate concerns that classical
measurement error in our market value proxy p could make the p distribution in Fig-
ure 2a resemble a smoothed version of the reported value distribution. Intuitively,
if the market value proxy is measured with such symmetric error, aggregating many
transactions within each bin should take care of this issue, clearing out the noise in
the proxy and facilitating more accurate comparison with aggregated reported val-
ues. Consistent with agents under-reporting taxes, we find that the aggregate amounts
measured by the market value proxy consistently lie beneath aggregate reported val-
ues, with a particularly large gap located precisely in the bin where reported values
bunch at the guidance value. Appendix Section C.1 develops this argument further
with simulations.

Finally, Figure 2c plots the percentage under-reporting rate (blue triangles) esti-
mated within r−c

c bins. This figure is constructed by taking the percentage difference
between the total tax base value within a bin and our estimate of total market value
within a bin (i.e., the percentage difference between the blue triangles and the red
left-arrows in Figure 2b). There is a spike in the estimated under-reporting rate for
transactions reporting exactly at c; moreover transactions with r−c

c < 0 are still primar-
ily under-paying, with this behavior declining to zero when r−c

c is approximately 0.5.
We discuss below the ways in which this apparent decline could be an artifact of one
type of measurement error in transaction value proxies; see Appendix C for further
discussion and plots with a measurement error correction.

We note, however, that these comparisons using binned distributions do not di-
rectly reveal transaction-specific over- and under-payment of taxes relative to market
values, because the transactions in a given bin across the two series are not necessar-
ily the same.28 Appendix Figure C12a measures tax inaccuracy by plotting the total

28 Some transactions that report r−c
c < 0 might have p−c

c > 0, and therefore still under-pay. And in
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amount of inaccuracy of tax payments relative to our proxy measure of accurate tax
payments τp (in reality, an accurate tax payment is τm). The blue points in the figure
show the absolute value of the difference between an accurate tax payment and the ac-
tual tax payment τ(p − max[r, c]), divided by estimated total market value within the
bin (p). These averages are calculated within 2% bins of the r−c

c ratio. Overall, we see
the aggregate amount of tax inaccuracy hovers between 1% and 1.5%; a large amount
relative to the desired tax rate τ which is 5% in our context.

The green and red curves in Appendix Figure C12a decompose the total inaccu-
racy into the portion arising from under-payment and over-payment of taxes, again
relative to our estimate of total market values p. Moving left to right, we first observe
that even when households report r−c

c < 0, we estimate that they are still primarily
under-paying taxes. This suggests that guidance values are set quite low to prevent
people from being forced to over-pay; in the r−c

c < 0 region over-payments represent
only 0.25% of the p reported in that bin. In the region of r−c

c ≈ 0, we see a spike in
under-payments relative to our estimated market values. This is consistent with r = c
bunchers being particularly likely to under-pay.

4.1 Accounting for Measurement Error in the Market Value Proxy

We seriously consider the possibility that the market value proxy p that we source is
measured with error, and adopt several approaches to deal with this. First, we directly
use a subset of the data that has plausibly less measurement error where we only use
the p for any given transaction when there is an exact match of property locations
across the two data sources (reported values to the registrar and our source for the
proxy for market value). We find similar results using this exact match sample (see
Appendix Figure C14).

Second, we also conduct a higher frequency analysis of transaction and reporting
behavior. These tests are discussed in detail in Appendix Section C; we summarize
the main findings here. We consider two alternative explanations: (1) the government
optimally sets the guidance value c to reflect true market prices m; and (2) buyers and
sellers use c as a reference point when negotiating transaction prices m. Under ei-
ther scenario, the discrepancy between the true market price and the potentially noisy
proxy p could lead us to mis-estimate the extent of over- or under-payment. If guid-
ance values c closely tracked market prices m for these reasons, we would expect the
most pronounced bunching to occur immediately after c is updated—since those val-
ues are least stale relative to current market conditions (given that c is only updated

the case of measurement error, a transaction that reports r > c might also have r > p, which we would
measure as an over-payment even though the buyer reports r > c.
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annually). In contrast, if bunching is primarily driven by under-reporting, we would
expect it to peak just before a guidance value update, when under-reporting at r = c
is most profitable due to a lower c. Figure 3a) shows that bunching is highest in the
days just prior to guidance value revisions. Regression evidence confirms that under-
reporting is significantly higher in months preceding c changes (Appendix Table A2).
Second, we find that transaction timestamps are clearly consistent with agents back-
dating transactions to exploit lower c values (Figure 3b). These patterns are difficult
to reconcile with alternative explanations and instead support strategic timing to min-
imize tax burdens.

Finally, as we show in Appendix Figure C12a, the estimated fraction of over-
payment increases with r−c

c to the right of zero. This estimated over-payment comes
from an increasing fraction of transactions reporting r > p as we move right in r−c

c
space. It is possible that this pattern is due to real reporting behavior; for example buy-
ers might over-report to reduce future capital gains taxes by establishing a higher than
market cost basis, but it is also potentially driven by measurement error. In Appendix
Section C.1.1, as a robustness check, we develop a measurement error correction to the
proxy p to deal with this issue, and re-estimate our structural model. Even with this
correction, we find similar results for our main parameter of interest (the government’s
willingness to pay to avoid tax inaccuracy).

5 Structural Estimation

Our goal in this section is to provide the first estimate of a government’s revealed
preference for tax accuracy versus tax revenue (i.e. the parameters ψunder and ψover in
equation (8)). We first estimate the parameters that govern households’ optimal report-
ing and evasion behavior. With those parameters in hand, we go on to estimate the ψ

values that gives us the closest match to the observed enforcement policy (guidance
values, in our context).

5.1 Parameters Governing Individual Reporting Behavior r∗

Four estimated parameters govern optimal reporting/evasion behavior in our
structural model of tax reporting. An informal discussion of identification of these pa-
rameters follows. First, πr≥c is the household’s perceived audit probability when they
choose to report more than the guidance value r > c.29 A higher audit probability,

29 Recall, we fix the household’s audit probability at 1 if they choose to report r < c as this automati-
cally triggers an audit.
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ceterus paribus, delivers a higher reporting amount. The level of the audit probability
also determines the size of the discrete change to this probability that the household
faces when moving r from just below to just above c. More specifically, since πr≥c < 1,
households have a strong incentive to either bunch their reported r values exactly at
c, or slightly to the right of c (”diffuse-bunching”), to avoid a certain audit (as well as
associated transactions costs/penalties) from reporting r < c.

The second parameter, ρ, governs household beliefs about whether evasion is de-
tected conditional on being audited. Higher ρ values—leading to a higher expected
penalty—lead some buyers to report higher than others conditional on the same m,
thus capturing this source of heterogeneity in the data.

The parameter t determines the transaction costs faced by households from being
audited. Higher t values lead households to avoid reporting r < c, as in such cases,
households are audited pay these transaction costs with certainty. The parameter β

affects how much t scales by the difference between r and c—capturing the extent to
which households with similar m values report different r values both just above and
just below c.

ϵi determines household i’s belief about the government’s audit behavior. Positive
values of ϵi mean households will bunch to the right of the guidance value c, believing
that they can avoid a certain audit by reporting slightly higher values than the guid-
ance value—the distribution of ϵi thus captures the diffuse bunching observed in the
data.

5.1.1 Details of Structural Estimation

We parameterize heterogeneity in the structural parameters using single-parameter
distributions for the sake of parsimony. We draw ρ ∼ χ2(K), searching for K over a
grid spanning [0, 4]. Given that πr≥c ∈ (0.25, 1) (as discussed earlier), we search over
this support for πr≥c.30 ϵi ∼ χ2(E), where we search a grid from [0, 2] for E. This value
for ϵi is expressed in terms of c, i.e., if ϵi = 0.5, then the individual believes the jump
from πr≥c to πr<c is at 1.5 × c. t is drawn from a χ2(T) searched for over the grid [0, 1],
as it is expressed as a rate relative to c (i.e. a t = .2 implies a transaction cost of audit
equal to .2c). We set β to 1, meaning that the transactions cost of appeal scales one for
one with the gap c − r, thus eliminating the need to estimate an additional parameter.

We observe data on reported (ri), guidance (ci) and (estimated) market values (mi).
The transaction tax in Mumbai τ = .05 and the penalty multiplier n = 4. We estimate
model parameters using the count and rupee value bunching distributions in Figure

30 Recall that the lower bound for πr≥c is 1
n , as otherwise, the penalty is irrelevant in expected value

terms, leading to the degenerate case of the household always reporting c .
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2 panels (a) and (b) as our targets, deploying a minimum distance estimator (MDE).31

More specifically, we jointly grid search over all parameters, and simulate from the
resulting distributions for each parameter choice, thus generating optimal reporting
amounts r∗i from the model, which we use to find the optimal parameter set to mini-
mize the following loss function:√√√√( 1

K

K

∑
k=1

ωk
(rk − r∗k )

2

r̄k

)
+

(
1
K

K

∑
k=1

ωk
(vk − v∗k)

2

v̄k

)
, (9)

where k are the 2% (r−c)
c bins from −1 to 1 (a total of 99 bins), rk is the total observed

reported counts, r∗k the total model-implied reported counts within each bin, vk the
total observed reported value, and v∗k the model-implied reported values within each
bin for each combination of parameters. ωk is set such that for a given bin midpoint
midk, we have ωk = 1 − |midk|. For example, if a 2% r−c

c bin has a midpoint of 0.06,
the associated weight is 0.94.32 Since we equally weight two different sets of moments
with different units (counts and rupee-values), we normalize count and rupee errors
by the average bin count r̄k and average bin value v̄k observed in the data respectively.

We find that the optimal value of πr≥c = 0.30, K = 1.02, T = 0.33, and E = 0.80,
characterizing the distributions of ρ, t, and ϵi respectively. The perceived probability
of audit πr≥c is 30%, substantially lower than one, capturing the fact that in the data,
we observe many fewer transactions to the immediate left of c relative to immediately
to the right of c in the data. This parameter value implies that the probability of au-
dit (and therefore the need to pay transaction costs t) changes substantially (by 0.70)
around c, so agents have a strong incentive to report just at or above c versus below.
ρ = 1.02 implies a generally low belief of detection probabilities conditional on audit;
with ρ = 1.02 the bunchers in our analysis (who under-report by approximately 25%,
see Figure A2) believe that there is a 24% detection probability conditional on audit.33

This parameter results primarily from the substantial amount of under-reporting we
observe in the data, both at c and away from the guidance value.

The estimate of E = 0.8 implies that approximately half of all buyers believe the
probability of audit is 1 even if they report 35% above c. This high-level of E matches
the data pattern of substantial diffuse bunching around the guidance value c. How-

31 Since the distributions that we use as empirical targets are not raw moments of the data, we are
conducting minimum distance estimation, as opposed to a method of moments. In the terminology of
MDE (e.g., Cameron and Trivedi (2005), Chapter 6.7), the count and value distributions are reduced-
form parameters that we use to infer the deep parameters of the model.

32 This is similar to a simple form of weighting by the fraction of total observations in each bin, broadly
equivalent to inverse variance weighting, accounting for the higher density of observations close to c.

33 (1 − .75)1.02 = 0.24.
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ever, given the low estimated values of ρ, this estimate of E can be reinterpreted—
these households essentially believe that even a sure audit is unlikely to discover the
full amount of under-reporting.

Figure 2 panels (a) and (b) show the best model fit as green dots for both counts
(panel (a)) and rupee values (panel (b). Panel (c) of this figure also shows how the
model (once again in green dots) matches an untargeted moment, namely, the esti-
mated under-reporting rate from the data. Overall the model fit to the data matches
the main features of the reporting data. We therefore turn next to using these estimated
parameters governing household reporting behavior to ascertain the government’s re-
vealed preference for tax accuracy.

5.2 Estimating the Government’s Preference for Tax Accuracy

To aid intuition about how we identify ψ values in our framework, Figure 4 presents
comparative statics of how total welfare varies as the government adjusts different in-
struments, with a particular focus on c, the guidance value. In each plot, we use the
observed distribution of market values (i.e., p) together with the parameters governing
taxpayer reporting (estimated in section (5.1.1)) to simulate how the distribution of r∗

varies with each choice of government instruments (such as c and n). The simulated
distribution of r∗ is then simply aggregated according to the government’s objective
function (equation (8)) to obtain total welfare, which is the y-axis of all plots in Fig-
ure 4. The x-axis of each of these plots is the government guidance value c; for ease
of interpretation, we normalize the empirically observed government guidance value
to 1, meaning that movements along the x-axis of these figures can be interpreted as
percentage increases (to the right of 1) and decreases (to the left of 1) from the empiri-
cally observed value. Put differently, in these figures, movements in the single policy
parameter c proportionally scales up or down all guidance values across the city of
Mumbai.

We first consider the baseline case when the inaccuracy term in the government
welfare function is ψ = ψover = ψunder, i.e., symmetric concern about over- and under-
payment. Figure 4a shows how welfare varies with the guidance value c in this case;
each curve in this plot corresponds to a different level of the inaccuracy weight param-
eter ψ. When ψ increases, the government cares relatively more about inaccuracy of
both kinds, giving the tax authority greater incentive to lower c. However, beyond a
certain high level of ψ, c∗ converges to a constant, meaning that when over- and under-
payment are treated symmetrically, the optimal policy becomes relatively insensitive
to higher penalties on inaccuracy.34

34 While it appears as though the empirically observed guidance value (c = 1) can be rationalized in
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Figure 4b shows how welfare varies with adjustments to the penalty multiplier
n. Increases in n for a given ψ allow the government to set lower levels of c, since
individuals generally report higher r values when misreporting penalties increase.

Figures 4c and 4d relax the assumption that the government cares symmetrically
about tax inaccuracy arising from people who under-pay or over-pay. We assume in
turn that the tax authorities care only about under-payers, i.e., ψover = 0, in panel (c);
and that they only care about over-payers, i.e., ψunder = 0, in panel (d). Each curve
in these plots represents a different level of the non-zero ψ value (ψunder and ψover,
respectively), showing how it changes the role of c. When the authorities only care
about under-payers in panel (c), they need to set c very high to simultaneously fulfill
their objectives to maximize revenues and drive out under-payers. However, when the
tax authority cares only about over-payers in panel (d), c falls rapidly to values much
lower than under the symmetric case.

Structurally estimating the government’s weight on inaccuracy ψ: The analyses in
Figure 4a, 4c and 4d suggest that existing policy—in which guidance values are gen-
erally lower than market transaction values on average—are consistent with the gov-
ernment placing higher priority on avoiding inaccurate overpayments as in Figure 4d.
This priority is also consistent with the observation that there are often complaints
from households when they face guidance values c greater than their m values. Fi-
nally, the government’s revenue-maximization objective inherently prefers higher re-
porting amounts, diminishing the need to impose a separate penalty on under-payers.
We therefore adopt this specification with ψunder = 0 and for our remaining structural
analyses we estimate ψover, which we denote ψ for simplicity.

We further assume that ψ does not differ across regions, i.e., it is the same for the
whole city of Mumbai, though we do allow model-implied c to vary across regions of
the city as observed in the data. That is, we set as our target moments the observed
guidance values cst for sub-zones s in years t in our data. The algorithm proceeds
heuristically as follows. We first pick a ψ value. Given this ψ we proceed to estimate
the vector of guidance values c∗ that maximizes the government’s objective function
(which includes both revenue maximization and tax accuracy maximization as spec-
ified in equation (8). We repeat this process for different values of ψ, finally picking
the ψ∗ that produces a c∗ that is closest to the observed guidance values c in the data
according to the loss-function:

this case with relatively high levels of ψ, it is worth reiterating that this plot is illustrative, and unrealis-
tically treats the entire city of Mumbai as a single subzone driven by a single policy instrument.
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min
ψ

√
∑(C∗

st(ψ)− Cst)2ωst, (10)

where ωst represents weights for each subzone s and time t—these place greater weight
on sub-zone × year clusters with more observations, a simple form of inverse-variance
weighting.

In structurally estimating ψ∗, we assume that the government does not observe the
true transaction values m for all individual transactions. However, we do assume that
the government does observe the distribution of m within each subzone. We believe
this assumption is reasonable because if the government had access to the true values
of m, guidance values would be unnecessary. Furthermore, this assumption realisti-
cally implies that the government cannot anticipate which specific properties will be
transacted—only the distribution from which these transactions are drawn.

As suggested by the shape of the p distribution observed in Figure 2a, we assume
that m, when normalized by c, follows a normal distribution35. Since the welfare
weights in equation (7) require the transaction amounts (rather than amounts normal-
ized by the guidance value), we simulate m, m

c observations jointly from a multivariate
normal distribution. For each subzone, these simulated values of m

c and m form the
basis for estimating ψ, and the parameters estimated in Section 5.1 produce the corre-
sponding reported values r∗. As discussed, this approach enables us to compute wel-
fare for any given combination ψ and guidance value vector c. By maximizing welfare
within each subzone, we obtain a unique optimal guidance value vector c∗ correspond-
ing to each specified level of ψ. Finally, we recover the government’s implied value of
ψ∗ by minimizing the loss function in equation 10.36

We structurally estimate ψ∗ = |2.12; this implies the government is willing to give
up |2.12 per |1 of over-payment. We interpret this as a substantial magnitude; a gov-
ernment that only focuses on maximizing tax revenue would have a ψ of zero. Intu-
itively, guidance values that aimed to just maximize tax revenue would be substan-
tially higher, but the constraint of having a preference for not over-taxing some agents
too much leads the government to essentially ”under-enforce” tax policy.37

35 Since both the mean and standard deviation need to be estimated, for accuracy we limit our analysis
to subzones with more than 50 observations in a given year.

36 As discussed earlier, we assume that the extensive margin elasticity to c is zero—in support of this
assumption, Appendix Section D presents evidence that in the case of Mumbai, revisions to c do not
result in any meaningful changes to the total volume of transactions.

37 Implementing the measurement error correction discussed in C, we estimate ψ = |2.3. The gov-
ernment’s preference for tax accuracy is similar with or without this correction.
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5.3 Validation: Predicting Guidance Values Out-of-Sample

Our estimation, which yields parameters governing taxpayer reporting behavior,
as well as an estimate of ψ∗, relies on several assumptions. To validate whether we
have appropriately characterized these economic primitives, we conduct an out-of-
sample forecasting exercise. We check whether the optimal guidance values calculated
based on our structural model of government objectives and reporting behavior predict
changes to observed guidance values.

To conduct this exercise, we first calculate optimal guidance values for each year
based on our structural model of reporting, but estimate the parameters of the struc-
tural model of reporting using data from all other years. For instance, for the year 2016,
we structurally estimate ψ∗ and the associated vector c∗ (for all sub-zones in the data)
using data from all years except for 2016.

We compare the optimal out-of-sample c∗ to the observed guidance values c in Fig-
ure 5a, which plots a histogram of the ratio c∗

c computed for all years in our dataset.
The modal observation is roughly 1.3, meaning that our estimates of c∗ broadly suggest
that policymakers have room to raise guidance values for some sub-zones, assuming
that we have accurately captured their objectives. The histogram also reveals several
subzones with c∗ = 0. These areas commonly exhibit p < c as well as substantial
cross-transaction variance in p. Given the value of ψ∗, the government’s preference for
fairness outweighs its revenue objective in these cases, and leads to the model predict-
ing c∗ = 0 in such cases. If geography is a contributing factor to the high variance in p,
this suggests that finer subzone partitioning may be justified.

We next use the distance between the model-implied c∗ and observed c for each
sub-zone to forecast revisions to c over the next year (for example, estimated 2016 dif-
ferences between model-implied c∗ and observed c are used to forecast 2017 revisions
to c out-of-sample in the example above). This checks whether we can predict up or
down revisions to the guidance value in regions where the optimal guidance value
is lower or higher than the prevailing guidance value. Figure 5b presents the aver-
age change to guidance value predicted by the model alongside the realized changes.
The top panel presents the (binned, sorted) out-of-sample prediction using the model,
and the bottom-panel shows the out-of-sample realization that ensues within each pre-
dicted change bin. The figure shows that both upward and downward revisions are
well-predicted by deviations between model-implied c∗ and actual c. While these di-
rectional forecasts are broadly in line with the data, the magnitude of observed revi-
sions are small in magnitude relative to our model—consistent with other factors at
play to explain quantitative responses than in our simple structural model.38 Never-

38 Appendix Table A3 confirms these visual results in a regression.
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theless, this evidence serves as useful out-of-sample validation of our model.

6 Conclusion

We develop a new framework for optimal taxation and enforcement when poli-
cymakers care about both welfare maximization and tax accuracy. This framework
accommodates the widespread sentiment that there is value in reducing tax noncom-
pliance separate from the revenues raised, and a corresponding cost to over-collecting
revenues beyond what is legally owed. Our model formalizes these sentiments by
adding a priority for tax accuracy in the policymaker’s objective function.

We apply this framework to the empirical setting of property transaction taxes in
Mumbai with self-reported transaction values. We structurally recover the degree of
misreporting, and the elasticity of misreporting and transaction volume to enforce-
ment, based on the degree of bunching in reported valuations around government-
assessed guidance values which serve as a floor on the tax base. Existing pol-
icy suggests a strong preference against tax inaccuracy—and especially against tax
overcollection—on the part of policymakers, which we validate using an out-of-sample
forecasting exercise.
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Figure 1
Belief Parameters in the Model

Panel (a) presents the audit probability π, and Panel (b) presents the detection belief parameter ρ. Panel (c) presents reported values, relative to c,
for various values of ρ, and in the presence of transaction costs, t.
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(a) Count Distribution (b) Value Distribution

(c) Under-reporting Rate

Figure 2
Raw Data and Structural Model Fits

Panel (a) plots the distribution of reported values r, market value proxies p, and our model’s predicted distribution of rmodel around the guidance
value c. Panel (b) plots the corresponding tax base, defined as max[x, c] with x ∈ {r, p, rmodel}, in billions of rupees. Panel (c) presents the model
fit to the untargeted under-reporting rate of reported values r. All figures use x−c

c on the x-axis.
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Figure 3
Agreement Date Backdating and Transaction Counts Before Guidance Value Changes

Panel (a) plots the fraction of transactions that bunch within 1% of the guidance value in
the days before and after guidance value increases. Panel (b) plots the agreement month on
the x-axis and the average number of days between the registration and transaction dates
on the y-axis.
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(b) Optimal guidance value by n
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(c) Optimal guidance value when only under-payers matter
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(d) Optimal guidance value when only over-payers matter

Figure 4
Comparative Statics: Optimal Government Policy

Panel (a) presents the comparative statics for optimal guidance value varying ψ, (b) for various values of the penalty parameter n, Panel (c) when
only under-payers matter (therefore finding the guidance value should be as high as possible, to avoid under-payers) and Panel (d) when only
over-payers matter.
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Figure 5
Predicting Revisions in c

Panel (a) presents the histogram of distance between c∗ and c, while Panel (b) presents the
average distance within each c∗ distance bin (top sub-panel) and the revision in the bottom
sub-panel.
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Reported Value Guidance Value Propequity Value Primary Transaction = 1 Area (sq M)
No. Obs.’000s USD ’000s USD ’000s USD

Mean Median Mean Median Mean Median Mean Median Mean Median

2013 275.66 173.01 208.71 146.04 326.32 205.23 0.66 1 85.55 76.58 13,648
2014 313.27 195.57 234.15 158.61 362.44 225.50 0.69 1 88.75 75.14 17,213
2015 319.13 203.41 251.66 175.52 362.99 243.08 0.70 1 83.16 72.46 20,615
2016 315.70 205.50 258.22 175.88 363.41 241.19 0.70 1 79.13 69.90 23,803
2017 337.22 220.00 289.13 194.27 386.11 258.64 0.74 1 78.00 68.82 31,104
2018 324.03 212.86 264.82 175.48 367.51 243.07 0.76 1 73.53 65.04 38,228
2019 315.59 215.04 254.19 171.50 360.73 245.33 0.73 1 71.02 62.97 30,602
2020 320.36 210.00 266.78 172.50 371.71 241.19 0.72 1 71.35 62.34 30,289
2021 334.36 212.52 274.85 177.39 374.59 246.06 0.68 1 72.21 62.15 49,663
2022 324.45 220.00 257.77 176.44 355.16 240.91 0.63 1 68.14 60.57 5,449

Total 321.77 210.00 261.86 174.42 367.29 242.02 0.71 1 76.06 66.28 260,614

Table 1
Summary Statistics on Transactions

The table reports summary statistics for the set of transactions that is either matched to the
same project from Propequity or to the nearest Propequity project. A primary transaction
is one where the housing unit is sold by a real estate developer.
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Appendix: Optimal Tax Policy with Misreporting:
Theory, and Evidence from Real Estate

Santosh Anagol Vimal Balasubramaniam
Benjamin B. Lockwood Tarun Ramadorai Antoine Uettwiller

June 4, 2025

A Supplementary Tables & Figures Cited in Main Text

Figure A1
Bunching Estimates for Sao Paulo, Brazil

This figure replicates Rocha, Scot and Feinmann (2023) who show similar bunching pat-
terns using the ITBI municipal transaction tax on properties in Sao Paulo, Brazil. The
transaction tax rate is 3%, and it is charged on the higher of the buyer’s reported value or
a guidance value. The line shows the distribution of reported values across 2% reported
value bins, where a reported value bin is measured as a deviation from the guidance guid-
ance value.

1



20
00

40
00

60
00

80
00

N
o.

 o
f T

ra
ns

ac
tio

ns

  Jan 
 2013

  Jan 
 2014

  Jan 
 2015

  Jan 
 2016

  Jan 
 2017

  Jan 
 2018

  Jan 
 2019

Registrar IGR Propstack

(a) Transactions

1
2

3
4

5
6

7

Ta
x 

R
ev

en
ue

 (
B

ill
io

n,
 R

up
ee

s)

  Jan 
 2013

  Jan 
 2014

  Jan 
 2015

  Jan 
 2016

  Jan 
 2017

  Jan 
 2018

  Jan 
 2019

Registrar IGR Propstack

(b) Tax Revenue

Figure A2
Sample Comparison to Aggregate Tax Revenues

This figure plots the monthly time series of the total number of transactions in panel (a)
and the total tax revenue from these transactions in panel (b). The blue line with circles plot
the numbers obtained from aggregating the extracted Registrar data, the green triangle is
the sum reported by the Inspector General of Registrations for a region that Mumbai and
Mumbai suburban areas belong to, that is larger than our sample, and the light blue line
with ”+” plots the aggregated information from Propstack analytics. The overlapping data
sample period ends in January 2019, although our full sample is between 2013–2022.

2



0 20 40 60 80 100

0
20

0
40

0
60

0
80

0
10

00

Percentiles

M
at

ch
 D

is
ta

nc
e 

(in
 m

et
er

s)

Figure A3
Propstack-Propequity Match Quality

This figure plots the empirical distribution of the match distance (in meters) between a
transaction in our Propstack data (source of administrative data on reported and guidance
values) and the match from our Propequity data (source of estimated price data). 80% of
the transactions matched to Propequity price data are within 200 meters, and 95% of the
transactions are matched to Propequity transactions within 500 meters.
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Figure A4
Heatmap of Transactions in our Final Sample

This heatmap presents the spatial distribution of the final set of transactions in our sample
in Mumbai and Mumbai Suburban regions between 2013–2022.
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Figure A5
Correlation between Reported Value, Propequity (Estimated Market) Values, and

Guidance Values

This figure presents a binned scatterplot of the average reported values (blue diamonds)
and estimated market values from the Propequity data (maroon triangles) within guidance
value bins. The black line is the 45-degree line.
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Figure A6
Bunching of Reported and Propequity Values Around Circle Values in 0.1% Bins

The blue line/circle shows the distribution of reported values across 0.1% reported value
bins, where a reported value bin is measured as a deviation from the guidance value. The
green line/triangle shows the distribution of our noisily measured estimate of the market
price (the Propequity values) for the same underlying set of transactions reported in the
blue line/circle.
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Figure A7
Example Price Sheet from Propequity

This extract presents the detailed breakdown of the costs covered by our data provider.
Our estimate of the market value includes both the property purchase cost and other an-
cillary services.
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Table A1
Guidance Value Systems in Cities around the World

City Country Transaction Tax Rate Additional tax Assessment
Method

Registration Fee

Delhi India 6% men, 4% women, 5%
joint (stamp)

Centralized 1%

Sao Paulo Brazil 3% Centralized 0.75%
Mumbai India 5% men, 4% women

(stamp)
Centralized 1% or 30,000 ru-

pees, whatever is
lower.

Buenos Aires Argentina 3.6%; if the property is
for residential use, valued
under ARS 975,000, and
the client’s first purchase,
stamp duty is waived.

10.5% VAT for
residential build-
ings, 21% for other
buildings

Centralized 0.20%

Kolkata India 4%-5% stamp Centralized 1%
Lagos Nigeria 2% stamp 8% consent fee; 5%

VAT
Decentralized 3%

Rio de
Janeiro

Brazil 3% Centralized 0.75%

Moscow Russia 0.3% land tax 20% VAT Centralized 0.1%-1%
Paris France For properties more than

5 years old, stamp duty is
5.8%, or 5.09%. For prop-
erties less than 5 years old,
stamp duty is 0.7%.

For properties more
than 5 years old, ad-
ditional 20% VAT

Decentralized 5.10%

Continued on next page
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Table A1 – continued from previous page
City Country Transaction Tax Rate Additional tax Assessment

Method
Registration Fee

Bogota Colombia 1% Transaction tax is
called a registration
tax (impuesto a reg-
istrar)

Centralized 0.50%

Jakarta Indonesia 5% 1% deed tax Centralized 0.20%
Chennai India 7% stamp Centralized 4%
Lima Peru 3% Centralized 0.81%
Hyderabad India 4% stamp Centralized 0.50%
London United King-

dom
Progresssive stamp duty.
3% higher in each bracket
if buyer owns another resi-
dence.

Centralized Progressive fixed
fee.

Tehran Iran 10% for new buildings.
3%-5% otherwise

0.5% stamp Decentralized 0.10%

Chicago United States 3.75 dollars per 500 dollars Decentralized First registration
250-500 dollars for
vacant buildings.
Semiannual fee of
similar ammount
afterward

Ho Chi Minh
City

Vietnam No transfer tax 5% VAT Decentralized 0.5% and
VND20,000

Continued on next page
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Table A1 – continued from previous page
City Country Transaction Tax Rate Additional tax Assessment

Method
Registration Fee

Luanda Angola 2% IPT. Does not apply if
transacted property is first
property owned by buyer
and used for personal and
long-term residential pur-
poses

0.3% stamp (on true
value)

Decentralized AOA 105,600 (for
certain commercial
real estate; unclear
for other types of
properties)

Ahmedabad India 4.9% stamp Centralized 1% for properties
exceeding Rs. 30
Lakh. Otherwise,
women pay 0%

Kuala
Lumpur

Malaysia 1-4% progressive stamp Decentralized MYR100

Hong Kong China 15% BSD 5-20% SSD; 1.5-
8.5% AVD

Decentralized 230-450 dollars

Riyadh Saudi Arabia 5% Decentralized
Surat India 4.90% Centralized 1% (men only)
Madrid Spain 6.00% new property: 1.5%

stamp duty + 10%
VAT if the seller is a
company)

Centralized 0.02%-0.175%

Pune India 5-6% men; 4-5% women 1% metro + 1% Lo-
cal Body Tax

Centralized For properties be-
low Rs 30 lakh -
1% of the property
value. For prop-
erties above Rs 30
lakh - Rs. 30,000

Continued on next page
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Table A1 – continued from previous page
City Country Transaction Tax Rate Additional tax Assessment

Method
Registration Fee

Toronto Canada 0.5-2.5% Ontario land trans-
fer tax

Decentralized

Belo Hori-
zonte

Brazil 3% Centralized

Singapore Singapore 1-3% 5-15% additional
buyer stamp duty
dependent on citi-
zenship

Decentralized SGD70 (US$52)

Philadelphia United States 3.47% additional 1% tax
for commonwealth

Decentralized $25

Atlanta United States $1 per $1,000 Centralized $100
Barcelona Spain 7%-11% 10% VAT (new

house)
Centralized 400 to 750 EUR per

deed; stamp duty
(registration) 1.5%

Saint Peters-
burg

Russia 0.3% land tax 20% VAT Centralized 0.1%-1%

Washington
Met.Area

United States 1.1 % of consideration or
fair market value for resi-
dential property transfers
less than $400,000 and
1.45% of consideration or
fair market value on the
entire amount, if transfer
is greater than $400,000.

Centralized

10



Table A2
Under-reporting Before Circle Rate Changes

Dep Var: Under-reporting Rate (1) (2) (3) (4)

Month Before Policy Change 0.061*** 0.054*** 0.064*** 0.068***
(0.000) (0.000) (0.000) (0.000)

Mean Dep Var. 0.06 0.06 0.06 0.06
Intercept Yes Yes Yes Yes
Time-trend No Yes Yes Yes
Month of year FE No No Yes Yes
Year FE No No No Yes
No. Obs. 260,614 260,614 260,614 260,614

The table reports the regression results estimating the average under-reporting rate the
month before circle rate changes.

Table A3
Predicting Revisions in Guidance Value using Structural Estimates

Pct. increase in c Pct. increase in c
Percent Distance to c∗ 0.040∗∗∗ 0.021∗∗

(0.002) (0.006)
Year Fixed Effects No Yes
Subzone Fixed Effects No Yes
Number of Years 9.0 9.0
Number of Subzones 197.0 197.0
Obs 868 868

Standard errors in parentheses. * p < .05, ** p < .01, *** p < .001

The table reports the regression results predicting the percentage change in c, the guidance
value, in the next year, using the percentage deviations from the optimal guidance value
c∗ implied by the structural estimates of our model.

B Data

B.1 Transactions Data

Our primary dataset on reported values and guidance values comes from Prop-
stack Analytics and is described in the main text. This section describes the underlying
documents from which the Propstack Analytics data is ultimately sourced.

The main underlying data source on transactions is the publicly available indi-
vidual property transaction reports released by the Office of the Inspector General of
Registration and Controller of Stamps (IGR), Department of Revenue, Government of
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Mahrashtra, India. This state apparatus plays an important role in collecting state gov-
ernment revenues from across the state using various fiscal instruments available in the
state government’s toolkit. The state is split into 8 regional divisions, and we obtain
data for the Mumbai regional division, which comprises Mumbai City and Mumbai
Suburban districts. Our study area currently covers 437 square kilometers out of the
6,640 square kilometers Mumbai Metropolitan Region. We currently focus on this re-
gion because we can reliably obtain transaction data that can be mapped to geo-spatial
information relevant for our study.

The eSearch facility set up by the IGR enables access to transaction-level data for all
properties transacted in Greater Mumbai. Every transaction report is in Marathi, the
most commonly spoken language in Maharashtra. Figure B8 presents an example of
the original document downloaded from the IGR eSearch facility. Figure B9 presents
the transaction report translated into English using Google’s translation services. The
details available in each transaction report provide a consistent information set for all
real-estate transactions for Greater Mumbai. This information set also serves as the
basis for the government to make policy decisions on real estate transaction taxes.

Each transaction report obtained from the eSearch facility begins with a document
number and the name of the registrar office (the local IGR office for a region). The
more substantive information is in the form of a table starting with the name of the
local village where the property is located39. The first row of the table in Figure B9
lists the type of transaction. All real-estate transactions in Maharashtra are classified
as “Agreement”, “Agreement to Sale”, “Sale deed” and “Transfer Deed” types. We
filter all downloaded transaction reports to these deed types to form our core data set.

The second row lists the reported price at which the transaction took place. In this
case, the reported transaction price is |7,500,000. The third row lists the price as per
the government-issued guidance value, known as the policy circle rate that is deter-
mined annually by a legally predetermined process. The policy circle rate determines
the floor price at which the government will deem this property to be sold for taxa-
tion purposes. The value of this property, according to government-determined circle
rates, is |4,434,062. Row 12 provides the computed stamp tax paid on this transac-
tion of |375,000, determined as the prevailing stamp tax rate, in this case 5%, on the
reported transaction value. The circle rate plays an important role in that it sets the
lower bound for the stamp tax revenue generated for a property of this type. In the
event this property’s reported transaction price is below |4,434,062, the stamp duty
payable will be 5% of this guidance value, after which the law facilitates a process by

39 Historically, the Mumbai region was formed of seven islands or fishing villages, which then ex-
panded rapidly over time. The village tag to geographies is more of an artefact of historical documenta-
tion than a reference to the economic or social conditions of different regions in Mumbai.
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which the related parties can file for revision. The fourth row of this table provides
the property address, and other measurement details in terms of the area of the house,
the land registry survey number, and other information relevant for determining the
circle rate. The fifth row of this table lists the property area, and the next few rows
list details of the two parties to the transaction. Row 9 reports the transaction date for
the document, and Row 10 reports the actual date of formal registration for the sale.
These two dates can be different as the law allows for a grace period of 3 months from
the actual transaction date, during which time they are legally bound to register the
sale with the registrar. The last row provides data on the registration fee paid, which
is capped at |30,000 or 1% of the reported value, whichever is lower.

We validate the coverage of our transaction reports data from the IGR eSearch fa-
cility by matching the total real-estate stamp duty number of documents filed and
revenue generated in each year from our transactions data to the official aggregate
numbers. Figure ?? presents this comparison. The top panel of the figure shows the
official number of documents filed with the IGR in each month in green against the
number of documents in our transaction data (orange for the registrar data we man-
ually sourced for matching to mortgages and blue for Propstack). The time series are
very highly correlated. The bottom panel of Figure ?? shows the official aggregate tax
revenue collected from stamp duty in each month against the aggregate stamp revenue
from our transaction data. The total revenue figures from both sources include stamp
revenues and the registration fees for all transactions in a given month. Once again,
the time series are very highly correlated, especially in the second half of our sample
period

Although we capture a majority of the transactions in Greater Mumbai, the differ-
ences between our aggregate revenue numbers and the official figures arise from two
reasons. The official figures for Mumbai also include a suburban area of Navi Mumbai,
which we do not include in our sample. Moreover, we count revenues in the month
the transaction was registered, and this may not necessarily be the same as the official
approach, especially for transactions that may be executed at the end of the month, but
are fulfilled in the early periods of the following month.

13



Figure B8
Original Transaction Document: An Example

This figure presents the original transaction document obtained from the IGR eSearch facility https://freesearchigrservice.maharashtra.gov.in.
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Figure B9
Translated Transaction Document: An Example

This figure presents the translated version of the original document in Figure B8 using Google Translation services.

15



B.2 Circle Rate Scheduled Changes

Circle rates are set at the sub-zone level, a geographic area of approximately .67
square kilometers on average. Table B4 presents the summary statistics on the circle
rate variation in Greater Mumbai for our sample period. At the start of our sample
period, we have 727 sub-zones, which increase to 747 sub-zones in 2015, and then
stabilize at 734 for the remainder of our sample period.40 In the early years of our
sample, nearly all sub-zones underwent changes in circle rates. The average change in
each year varies from 0% in 2018 to 14.4% from the previous year in 2015 (Column 3).
The cross-sectional distribution is also large. At the lowest end of the distribution are
sub-zones with |7330 as the circle rate per square meter of property area (in 2014), to
|653,240 per square meter of property area in 2018. Figure B10 presents the geo-spatial
variation at the sub-zone level in circle rates at the beginning of our sample (Panel A)
and at the end of the IGR sample in 2018 (Panel B). The circle rates have been rescaled
to the mean sub-zone, with the darker red indicating sub-zones with high circle rates
and sub-zones in lighter shades of yellow indicating those with the lowest circle rates
in Greater Mumbai.

40 New sub-zones are formed by either dividing existing sub-zones into multiple new ones, or by
fusing different parts of multiple sub-zones to form new ones. We keep track of all of the changes in the
geo-spatial files, thus identifying which regions form to create the new sub-zones, and the old sub-zones
they belonged to.
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Table B4
Circle Rate - Summary Statistics

Sub-zones Cross-sectional Distribution (×1000|)
Year # % with Change % Change Mean 1% 25% 50% 75% 99%

(1) (2) (3) (4) (5) (6) (7) (8) (9)

2014 727 - - 139.59 7.33 81.35 109.00 161.85 580.89
2015 747 100.00 14.44 160.21 14.72 94.60 126.20 189.55 619.25
2016 734 97.49 10.54 172.75 30.04 103.92 134.45 201.05 652.03
2017 734 68.46 6.98 178.40 11.62 109.78 145.15 209.88 653.24
2018 734 0.00 0.00 178.40 11.62 109.78 145.15 209.88 653.24

This table reports the summary statistics on variation in circle rates across sub-zones in Greater Mumbai.
Column 1 reports the total number of sub-zones in each year of our sample. Column 2 reports the
percentage of sub-zones that witnessed a change in circle rates compared to the previous year. Column
3 presents the average percentage change in circle rates relative to the previous year. Columns (4–9)
present the cross-sectional distribution of circle rates in 1000s of rupees per square meter of property
area.

Figure B10
Sub-Zones

Panel (a) presents a heatmap of the sub-zones in 2014, and Panel (b) in 2018. The circle rates are rescaled
to the mean sub-zone with darker shades representing the sub-zones with the largest circle rates (in
Southern Mumbai) and subzones in white the lowest (northern periphery of Greater Mumbai).



C Measurement Error: Additional Analyses

C.1 Dealing with Classical Measurement Error: Aggregation

In this Section, we describe how aggregating tax base values (max[r, c]) and our
proxy market value p help address classical measurement error. We do this by sim-
ulating a simple model of under-reporting as follows. Let f j(m) be the probability
density function of market values for all households of type j, where j ∈ {under-
reporter,truthful-reporter}. Observing household i′s triple (m, r, c) reveals its (unob-
servable) type perfectly. If r = c and m > r, then j = under-reporter. If r = m, then
j = truthful reporter. θ (the share of under-reporters) is then simply the fraction of
all households with r = c and m > r. The aggregate amount of under-reporting is the
difference between aggregate m and aggregate r for households with r = c, because
aggregate under-reporting for truthful reporters equals zero, and all under-reporters
bunch at r = c. At the bunch point c, under-reporters are well identified.

Figure C11a simulates the distributions of r and m around c assuming that θ = 40%,
(m − c) ∼ N (µ = 1, σ2 = 10), and c ∼ N (µ = 10, σ2 = 1). The x-axis is r−c

c for the r
distribution, and m−c

c for the m distribution. The figure reveals substantial bunching of
r around c, with 40% of households with m ≥ c choosing to report c. The underlying θ

parameter can be backed out by inspecting how the (bunched) distribution of r around
c differs from the (smoother) distribution of m around c.

As mentioned, the extent to which the government-assessed values c track market
values m is a key confound. To evaluate this issue, we need an independent measure
of m which is neither r nor c. For now, Figure C11a is drawn under the assumption
that we have access to a measure p which is a perfect estimate of m.

The first approach to distinguish the case with measurement error from genuine
under-reporting is to compare aggregated reported and market values by r−c

c bins. Fig-
ures C11b and C11d plot simulated aggregated reported and market values for the two
cases considered above (in Figures C11a and C11c respectively). In these figures, we
sum all measures of value (p, r, c, m) for the simulated transactions within r−c

c bins of
0.02 width. In both figures, the x-axis indicates the total reported value of transactions;
for example, in Figure C11b at zero, the blue bar is the sum of all r for transactions
with −0.02 ≤ r−c

c < 0.02, and the green bar is the total market value of transactions in
each r−c

c bin. In Figure C11d, we separately plot red bars, which show the sum of all p
within each bin.

In Figure C11b, with simulated high under-reporting, but no measurement error
in p, we can clearly see under-reporting in the zero bin, where aggregated r is sub-
stantially lower than aggregated m (since there is no measurement error assumed, the
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sum of all m also equals aggregate p). In contrast, in the simulation in which there is
no under-reporting, but substantial measurement error in p, Figure C11d shows that
aggregated m and aggregated noisy p are (approximately) the same within each bin.
The insight here is that aggregation within bins smooths out symmetric measurement
error in p, and allows us to observe differences between r and m. This allows us to dis-
tinguish between the two cases, which are identical in the simulated count/bunching
distributions plotted in Figures C11a and C11c. Put differently, truthful reporting with
measurement error will exhibit no mass difference between aggregated p and r, and
under-reporting will result in a mass difference between aggregated p and r in the
central bin.41 Of course, the data is likely to feature a mix of under-reporting and
measurement error in the proxy p for m, and Figure C11f shows that in the presence
of both under-reporting and measurement error, aggregation within bins smooths out
measurement error and still facilitates a direct comparison of the average differences
between r and m.

Figure 2b applies the aggregation procedure to the actual data, plotting aggregated
reported and Propequity values in the data by r−c

c bins. The green triangles indicate
the total amount of Propequity estimated value (p) transacted amongst transactions
within a 0.02 width r−c

c bin, and the blue dots indicate the total value reported (r) for
the same set of transactions within the r−c

c bin. The figure is consistent with Figure
C11f, i.e., we confirm that there is under-reporting using the aggregation approach,
and the figure reveals that the largest amount of unreported value (the differential
between aggregated r and p) comes from bunching transactions that report r exactly
equal to c. It is also worth noting that in Figure 2b, the overall overlap of the p and
r distributions is tighter than in the plot of transaction counts in Figure 2a, with the
sharpest deviation evident between the distributions at exactly c. This pattern is more
closely consistent with the “two-type” simplified model presented in the beginning of
this section, which predicts an atom of mass in the distribution of r at c and a smooth
distribution that is closer to p otherwise.42

C.1.1 Measurement Error Correction for r > m

In this Section we discuss our measurement error correction approach to the empir-
ical result that the fraction of over-payments is increasing as we observe transactions
with larger and larger values of r−c

c . The intuition for our measurement error correc-

41 Wider bins can, to a point, help us to smooth measurement error even further and better identify
under-reporting at the expense of moving away from the sharp point at r = c.

42 For bins with r−c
c < 0 (i.e. transactions with reported values less than guidance values) the blue

circles in Figure 2b aggregate c. This is because if r < c, the tax base is effectively c, i.e., the guidance
value, since the government assesses taxes at c pending a successful appeal.
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(f) High under-reporting, with measurement
error

Figure C11
Simulation Results

r1 and m1 are reported and transaction values in the high under-reporting case. r2, m2 and
p2 are reported, true transaction, and noisily measured transaction price variables for the
no under-reporting case. r3, m3 and p3 are reported, true transaction, and noisily measured
transaction price variables for the high under-reporting case with measurement error. c is
the guidance value. Measurement error refers to noise in our estimates of market prices
relative to the true unobserved market price.
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tion is as follows. As we observe transactions with larger r−c
c values, we are looking

at transactions that also (likely) have larger m values relative to c and p. Some of that
error relative to c and p comes from the error between p and c, but some also comes
from the error between p and m; this gives a mechanical reason why our p measure will
specifically tend to underestimate m when we focus on cases where m is large relative
to c.

Formally, this measurement error issue is a type of ”shrinkage” problem where
our best predictor does mechanically worse as we focus on more extreme outcomes.
Suppose our proxy price p is a mean-zero best guess at the true market value m, using
some information set Xp, so that p = E[m|Xp], or m = p + ϵp where E[ϵp|Xp] = 0.
Suppose further that the guidance value c is also a noisy estimate of m, but uses less
information than p, so c = E[m|Xc] where Xc is a subset of information Xp. Then
we can write c = E[p|Xc] or p = c + ϵc, where E[ϵc|Xc] = 0. Combining, we have
m = p + ϵp = c + ϵc + ϵp. Note that m − p = ϵp, so E[m − p|m − c] = E[ϵp|ϵc + ϵp].
If ϵc and ϵp are both normal, then E[ϵp|ϵc + ϵp] = (σ2

p)/(σ2
p + σ2

c )(ϵc + ϵp), i.e. the ϵp

term we observe will be a “shrunk” version of the true gap between c and m.
An appealing feature of this measurement error framework is that although there

is no obvious reason why the share of households reporting r > m (i.e. over-reporting)
should be increasing with m − c, the framework directly predicts that the fraction of
transactions with r > p will increase as r − c increases (a pattern we observe in the
data). The framework suggests the following measurement error adjustment. Let ϵ̂p

be an adjustment we can make to p to inflate p − c back up to an unbiased estimate of
m − c conditional on r(c). Our measurement error correction is to adjust (p − c)/c =

ϵc/c to (ϵ̂c/c) = α ϵc
c . We choose α so that the share of transactions with r(m) > p is

stable as we look at higher r − c reports. Intuitively, this removes the tendency of p to
be too low because we are looking at ”large” error transactions when we look in the
m − c space.

Figure C12c shows our measurement error corrected inaccuracy, over-payment and
under-payment ratios. The correction leads our over-payment ratio to be flat through-
out the whole reporting distribution, which, based on our measurement error theory,
suggests we have removed the measurement error problem with α = 1.9. After our
measurement error correction, we continue to find the pattern that there is very little
over-payment for transactions where r−c

c < 0 - again suggesting guidance values are
set relatively low compared to market values.

Figure C12d directly shows the fraction of estimated market value under-reported
by r−c

c bin. We present both under-reporting rates based on our raw p measures and
our error-corrected m̂ measures. Under-reporting is calculated as the p − max[r, c]/p
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for the blue curve and m̂ − max[r, c]/m̂. Both series show that those reporting r−c
c < 0

tend to have high under-reporting rates - again consistent with the government setting
guidance values quite low to avoid over-payments. As expected, both series show a
peak in under-reporting near r = c. The error-correction leads us to estimate approx-
imately a stable 30% under-reporting rate for transactions where r−c

c increases. While
our main goal is not to estimate the aggregate under-reporting rate, we note that it
ranges from 12% under the assumption of no measurement error to 31.7% under the
measurement error correction with α = 1.9.

(a) Tax Collected Inaccuracy Ratios without
Measurement Error Correction

(b) Fraction of Transactions Reported Value r
> Propequity Value p

(c) Tax Collected Inaccuracy Ratios with
Measurement Error Correction (α = 1.9)

(d) Under-Reporting Rate With and Without
Measurement Error Correction

Figure C12
Tax Inaccuracy Ratios Before and After Measurement Error Correction

Panel (a) shows the aggregate inaccuracy ratio within r−c
c bins. A bin’s aggregate inaccu-

racy ratio is defined as the sum of the absolute values of the differences between the tax
paid and the tax rate times our proxy market value p, divided by the total p in a bin. The
Over-Payment Ratio is the same, but only includes over-payments (i.e. cases where the tax
paid is larger than the tax rate times p). The under-payment ratio is the same, but only in-
cluding under-payments. Panel (b) shows the fraction of transactions where r > p. Panel
(c) shows the ratios from panel (a) after the measurement error correction described in the
Appendix. Panel (d) shows the under-reporting rates using the raw Propequity p data and
the error-corrected p data.

Figure C13 reproduces our main empirical results in Figure 2, but substitutes the
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error-corrected market value proxy for m. The main difference is a rightward-shifted
market value distribution (which results from α = 1.9 error correction parameter).
Under this error correction, the model-implied reported value distributions (in terms of
counts in Figure C13a and values in Figure C13b) continue to match the true reported
value distributions. The model is also able to match the higher under-reporting rate of
approximately 30% at bins .2 and higher in Figure C13c. Re-estimating our ψ parameter
using the same methodology in Section 5, we estimate ψ = |2.3 compared to the non-
error corrected ψ = |2.12. The government’s preference for tax accuracy is ultimately
similar with or without this correction.
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(a) Count Distribution (b) Value Distribution

(c) Under-reporting Rate

Figure C13
Raw Data and Structural Model Fits with Measurement Error Correction

This figure shows the raw reported value data, measurement error-corrected market proxy values, and structural model fits under the measure-
ment error method developed in the Appendix. Panels (a) and (b) present the model fit to the targeted moments, the distribution of transaction
counts in 2% bins and the measurement error-corrected market proxy value distribution. Panel (c) presents the model fit to the untargeted under-
reporting rate, where under-reporting rates are calculated using the measurement error-corrected market values.
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C.2 Exact Matching of Propequity Projects to Transactions

A different way to assess the importance of measurement error in p is to focus

on a subset of the data that has plausibly less measurement error. Appendix Figure

C14 presents bunching results based on a restricted dataset of the 60% of transactions

where there is an exact match between building names in the Propequity data and the

Registrar transactions data. To the extent that measurement error arises from imperfect

matching across buildings (e.g., transactions in older buildings being matched to new

luxury building launches in Propequity), we expect this sample to be less affected by

measurement error. The bunching patterns appear slightly sharper (bins just to the

right of zero do not show as much increase in mass as the bins just to the right in

the full sample version. The shape of estimated levels of under-reporting by bin is

essentially the same (Appendix Figure C14c versus Figure 2c), but the exact match

sample levels are lower in some bins.43 Overall, the aggregate under-reporting rate

in the exact match sample is 9.48% (95% bootstrapped C.I. = [9.37%,9.48%]), which is

similar to the full sample estimate of 10.94% (95% bootstrapped C.I. = [10.8%, 11.31%]).

43 For example, in the exact sample match the estimated under-reporting rate when r−c
c = 0 is ap-

proximately 0.2, whereas it is 0.25 in the full sample.

25



−1.0 −0.5 0.0 0.5 1.0

0
20

00
60

00
10

00
0

Bin

C
ou

nt

(r − c)
c

(p − c)
c

(a) Exact Match r and p Distributions

−1.0 −0.5 0.0 0.5 1.0

0
50

10
0

15
0

20
0

(r − c)
c

 bin

R
s,

 B
ill

io
n

Total Propequity Value Traded w/in Bin Total Tax Base Value w/in Bin

(b) Exact Match Aggregate Tax Base Distribution

−0.5 0.0 0.5 1.0

−
0.

05
0.

05
0.

15
0.

25

(r−c)/c bin

F
ra

ct
io

n

Figure C14
Exact Match Results on Bunching, Aggregate Values, and Under-Reporting Rates

r = reported value, c = guidance value, p = our estimate of market values. This figure shows r and p distributions around c using the 60% of
transactions in our sample where we have an exact project match for our estimate of the market price (the Propequity values). Panel (a) shows the
raw data distribution of r around c, and p around c. Panel (b) shows the aggregated reported value within the 2% r−c

c bins. Panel (c) presents the
estimated under-reporting rate within the 2% bins.
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C.3 Stale Guidance Values

For measurement error to explain our results rather than under-reporting, c must

perfectly track m across both time and space to explain visible bunching of r at c. How-

ever, c is set in a geographically coarse manner and infrequently updated. Over the

sample period, real estate prices have grown substantially, with growth rates that vary

considerably in different Mumbai sub-regions, making it implausible that c perfectly

tracks m over time, given the government’s process for setting c. Moreover, c is set at

a relatively broad geographical level. Given the considerable spatial variation of prop-

erty values, it is also implausible that c perfectly tracks m spatially. In the data, c per

square meter values are very close or the same for all properties within each sub-zone

(the average (median) subzone in the data is 686,818 (264,136) sqm).44 This means that

a single guidance value for a large region is unlikely to be an accurate reflection of the

full distribution of the true value of the assets in that region at any given point in time.

Despite these issues, it might still be the case that c values are set carefully to match

the first spatial moment of m. However, if this is true, the mass of transactions happen-

ing at prices above (infrequently updated) c will rise or fall over time as house prices

grow or shrink on average, given regional and aggregate price variation. This gener-

ates a concrete prediction. If reporting is truthful, with such time-variation we would

expect to find the greatest bunching of r at c immediately after c values are updated

(i.e., when c is closest to m), and a gradual decline in bunching as m drifts away from

c before c is updated again. If counterparties anchor m at government-determined c, a

similar prediction obtains, as the accuracy and relevance of c might be expected to be

highest immediately after it is updated. Moreover, infrequent updates in the presence

of anchoring can create incentives for sellers to wait for c values to increase, as it could

allow them to negotiate for substantially higher prices (in the three years we observe

guidance value changes the average increase were 14.4 %, 10.5 %, and 6.98 %, see Table

B4).45

44 The guidance values do incorporate some adjustments for whether a building is categorized as
luxury, the floor the apartment is located in, and whether a parking space is included; but these are
all categorical adjustments that are essentially swamped by the price variation within locations across
buildings.

45 Even if sellers believe demand will be lower after c increases, they should be able to obtain some
of the surplus generated by transacting at lower c values in the present by waiting and transacting at
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In contrast, if buyers and sellers under-report to evade taxes, and with the dates

of c changes publicly announced in advance, we would expect that bunching would

be greatest immediately before any increases in the government-assessed value. If c

predictably increases, there is a predictable jump in the tax burden incurred by under-

reporting the transaction value at r = c immediately after the rise in c as opposed to

immediately before the rise in c, delivering a strong incentive to under-report prior to

the change in c.

In the data, Figure C15a documents behavior that is consistent with the under-

reporting explanation, and inconsistent with either the measurement error or anchor-

ing explanations. The figure shows that bunching mass at r = c spikes immediately

prior to scheduled guidance value changes but there are no corresponding spikes in

the third-party estimated proxy p.46 While this is clearly evident in the plot, it is diffi-

cult to draw strong conclusions relative to the month-by-month variation overall from

pure visual inspection. Table A2 therefore estimates a regression model in which we

explain the under-reporting rate using a time-trend and month of year fixed effects,

and check whether the under-reporting rate varies in months prior to assessed value

changes. The table shows that under-reporting rates are indeed approximately 6 %

higher (statistically significant at the 5% level) in months prior to changes in assessed

values c. This is a large increase in under-reporting relative to the sample average

under-reporting rate of 6%.47

Finally, more support for the under-reporting explanation is provided by Figure 3b,

which uses the observed agreement date and the registration date for each transaction

in the data to check for backdating behavior. The figure shows that there is a clear

pattern of backdating agreement dates just prior to guidance value changes to take

higher future c values tomorrow. Such arguments depend on discount rates and demand and supply
elasticities, and there are possibly constellations of parameter values that can deliver greater bunching
prior to c value changes under truthful reporting. Ultimately, given further evidence described below,
Occam’s razor suggests that such arguments are potentially less plausible than under-reporting being
higher amongst buyers who backdate transaction times to take advantage of infrequent updates.

46 The guidance values were increased in 2014, 2015 and 2016. The Maharashtra government chose
not to increase the guidance values in 2017, 2018, 2019 and 2020, and decreased the rate as a result of the
pandemic in 2021.

47 This sample average is the simple average under-reporting rates across transactions; this differs
from our aggregate under-estimating estimate of 10.94% because it does not weight transactions by
their size.
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advantage of lower guidance values.

C.4 High-Frequency (Daily) Reporting Behavior

Figure C15 studies daily reporting behavior around scheduled guidance value

changes.48 Figure C15 shows a large spike in registered transactions on the day di-

rectly before the scheduled guidance value change and Figure C15b shows the fraction

of transactions registered below the guidance value which also shows an increase in

the days prior to the guidance value change. These results suggest that even non-

bunching transactors prefer to avoid the new guidance values which are expected to

increase their tax burden. This could happen, for example, if the new guidance values

are above what buyers planned to report.

48 The dates of scheduled guidance value changes have moved around over time and are not always
on 1 January each year. This reduces concerns that these dates coincide with policy announcements that
are routinely made at the turn of the year.
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Figure C15
Reporting Behavior in Days Around Scheduled Guidance Value Increases

Panel (a) shows the fraction of the transactions on the given event-day that “bunchers”,
i.e. had a reported value within 1% of the guidance assessed value. Panel (b) shows the
fraction of transactions that had a reported value less than the guidance assessed value.
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D Estimating the Response of Transactions to Changes

in Guidance Values

In this Section, we describe our methodology for estimating the response of the

quantity of housing transactions with respect to changes in guidance values (i.e. the

“extensive margin” response to changes in guidance values). Guidance values are

changed annually, with the date varying across our sample. Figure D16 presents the

time-series of average guidance values per square meter in the Mumbai region. The

figure shows there were major average increases in 2013, 2014 and 2015 and minor

increases in 2021 and 2022. These policy changes also include regional-level changes,

which we exploit in a difference-in-difference event-study design.

Figure D16
Guidance Value Policy Variation Over Time

We pursue two research designs. In the first, we split subzones into areas that

received above versus below 10% increases in their guidance value. We treat each

year as a separate ”event,” and create a balanced panel of subzones where we have

an observation for each subzone in each of nine months before and after the guidance

value change. We then pool all of the events into one dataset and study the evolution

of guidance values and transactions in the treatment and control subzones.
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Figure D17 shows the evolution of the mean logarithm of guidance values per

square meter based on the legislative changes before and after the guidance value

changes we study. Treatment subzones experience an average increase of approxi-

mately 18% in guidance values, whereas control subzones experience a less than 0.1%

increase. In terms of the economic magnitude, given that the transaction tax rate is 5%,

the maximum impact of the guidance value increase would be on those who choose

to report the guidance value (i.e. the ”bunchers”), so an 18% increase in the guidance

value would correspond to a 18% x 5% = 0.9% increase in the effective tax rate - at the

median reported value in our sample of $210,000 this is a change in the tax-burden of

$1,890.

Figure D17
Event-Study Treatment Variation in Policy Guidance Values

Figure D18 shows how the mean transaction’s guidance value changes in response

to the increase in legislated guidance values across the two groups.49 Note that these

guidance values are based on actual transactions (as opposed to just the policy guid-

ance values). The results are noisier, but we see an approximate 10% increase in the

transactions-based guidance value.
49 We construct the mean within each group here by first taking the median guidance value of trans-

actions within a subzone, and then taking the mean of all of those medians within the group. Using the
mean within the group is strongly sensitive to outliers.
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Figure D18
Event-Study Treatment Variation in Transaction Guidance Values

Figure D19 plots the mean number of transactions per subzone in the treatment

versus control areas. The trends prior to the increase in guidance values are similar

across the regions, suggesting that the parallel trends assumption holds. Interestingly,

both groups show a spike in transactions just prior to the announcement of the guid-

ance value increases. This suggests that there is a timing-based elasticity. However,

after the policy change, there is no discernible reduction in the quantity of transactions

in the treatment versus control subzones.
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Figure D19
Event-Study Effect of Guidance Value Change on Quantity of Transactions

The difference-in-difference analysis shown so far does not exploit the full distri-

bution of guidance value variation, and also does not exploit the fact that we expect

transactions whose reported value is closer to the guidance value to be affected more

by changes to guidance values. To exploit this variation more fully, we now present

results from a triple-difference design.

Let c and c′ be the guidance value per square foot in a subzone that experiences a

guidance value increase from c to c′. The intuition for our design is that under a large

extensive margin elasticity, we would expect the quantity of transactions with reported

values less than c′ to decline substantially after the reform, whereas the quantity of

transactions with guidance values reported above c′ to remain relatively stable – this is

because the type of buyer who reports above c′ prior to the reform is (at least in theory)

unaffected by the increase in guidance values because they are already reporting above

the new, higher, guidance value—this type of buyer should continue to buy after the

reform as well.

Each subzone has a different c and c′. Therefore, to analyze data from all subzones

together, we need a standardized measure of reporting behavior relative to c and c′. For

transactions prior to the guidance value change, we define this standardized measure
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of reporting as r̄ = r−c
ĉ′−c

. This measure reflects how much higher the transaction’s

reported value is relative to the upcoming change in the guidance value. If this ratio is

less than 1, it captures the type of transaction that should be affected by the guidance

value change; if it’s greater than 1 we would not expect the transaction to be affected

by the guidance value change. We use the notation ĉ′ instead of c′ because we also

utilize some transactions that occur prior to the guidance value change. For these

transactions, we do not observe the guidance value the transaction would have had

if the transaction had happened after the guidance value change. We estimate c′ for

these transactions by grossing up their guidance values by the percentage increase in

the subzone guidance value.50

For transactions occurring after the guidance value change, we define this stan-

dardized measure as r̄ = r−ĉ
c′−ĉ . For these transactions, we do not observe what their

guidance value would have been if the transaction had happened prior to the guid-

ance value change, so we estimate ĉ = c′
1+g . Note that r̄ is only defined for subzones

that experience a non-zero change in their guidance value after the policy change—this

effectively limits our sample to transactions from the years 2013-2016.

To begin, we define the ”treatment” portion of the reported value distribution as

transactions where r̄ < 1, and the control portion as those with r̄ ≥ 1. Figure D20

shows a histogram of r̄ for transactions prior to the policy change (blue) and after the

policy change (red). Bunching in the blue histogram occurs at zero, reflecting the many

transactions that report r = c → r̄ = r−c
ĉ′−c

= 0 before the policy change. Bunching in

the red post-period histogram is at 1, reflecting that r = c′ → r̄ = r−ĉ
c′−ĉ = c′−ĉ

c′−ĉ = 1.

Qualitatively, under a large negative elasticity, we would expect the blue transactions

with r̄ < 1 to not appear in the red distribution, so that the red distribution would

be very similar to the blue distribution above 1, and have zero mass below 1. Under

a zero elasticity, we expect all of the blue mass with r̄ < 1 to shift to red mass at 1.

Qualitatively, the raw data appears much closer to the low elasticity result, given the

large amount of red mass at and above 1.51

50 Let g be the proportionate increase in guidance values, then ĉ′ = (1 + g)c.
51 Note that the distance between 0 and 1 in this graph reflects both small and large guidance value

changes – i.e. this figure does not reveal differences across subzones that experienced small versus large
guidance value changes.
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Figure D20
Illustration of Treatment/Control Regions

Figure D20 suggests a low elasticity for the number of transactions. However,

it does not exploit across-subzone variation in the magnitude of the guidance value

change. We now test whether subzones with larger guidance value increases experi-

enced a relatively larger decline in their number of transactions within the ”treatment”

portion of the distribution after the guidance value policy change, as compared to the

relative decline in the ”control” portion of the distribution after the policy change. We

operationalize this with the following triple-difference regression model:

yict = β0 + β1Pt + β2Tic + β3∆gi + β4Pt ∗Tic + β5P ∗∆i + β6T ∗∆gi + β7Pt ∗Tic ∗∆gi + ϵict

(11)

where yict is the number of transactions in subzone i, treatment/control portion of

the reported value distribution r̄, and the event-time month t. Pt (post) is a dummy

for observations after the policy change. Tic is an indicator for the treatment portion

of the distribution. ∆gi is a continuous variable measuring the subzone’s guidance

value change. Our main coefficient of interest is β7, which tells us how much more the

quantity of transactions responds to the increase in guidance values after the policy
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change, especially in the treatment portion of the distribution.52

Figure D21 uses a binscatter formulation to visualize our results. The x-axis is the

guidance value changes, and the data is split into four groups: treatment portions of

the distribution pre-policy change, treatment portions of the distribution post-policy

change, control portions of the distribution pre-policy change, and control portions of

the distribution post-policy change. In this figure, treatment transactions are defined as

those whose reported values are less than 1.1 times the guidance value. Under a neg-

ative elasticity, we would expect the slope of the quantity of transactions/guidance

value change relationship to be most negative for the treatment portions of the distri-

bution post-policy change. The other lines control for the cross-sectional relationship

between guidance value changes and the quantity of transactions prior to the policy

change in the treatment group, and such cross-sectional correlations in the pre- and

post-periods in the control group. The figure shows that there is essentially no visible

change in the correlation between a subzone’s guidance value changes before and af-

ter the policy change is implemented in the treatment portion of the distribution; nor

is there much change in the control portion of the distribution. This suggests that the

guidance value changes did not have a causal effect on the quantity of transactions at

the subzone level.

52 This method of comparing ”more” versus ”less” treated groups before and after a policy change us-
ing panel data follows Feldstein (1995). For a general description of the methodology, see Saez, Slemrod
and Giertz (2012).
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(a) Treatment Cut-off at 1.1 x Guidance Value (b) Treatment Cut-off at 1.3 x Guidance Value

(c) Treatment Cut-off at 1.6 x Guidance Value (d) Treatment Cut-off at 1.9 x Guidance Value

Figure D21
Guidance Value Changes and Quantity of Transactions by Treatment/Control and

Pre/Post Groups

This figure shows the relationship between guidance value changes experienced in a sub-
zone and the quantity of transactions. Within each panel, the lines reflect this relationship
separately for treatment/control portions of the standardized reported value distribution,
both before and after the policy change. The panels show results for varying values of
cut-offs used to define the treatment/control groups.

Figure D21, Panel (a), assumes that all transactions that reported less than 1.1 times

the post-policy change guidance value are most likely to be affected by the guidance

value change. It is possible, however, that even transactions that report above the 1.1

threshold are affected by the policy change. For example, suppose the current guidance

value is 100 rupees per square meter, the updated guidance value is 120 rupees per

square meter, and buyers have a rule of thumb to report 20% above the guidance value.

Prior to the policy change, a buyer would report 120, and after the policy change, they

would report 144. In this case, transactions reporting at 144 are affected ”treated,” in

that their behavior was affected by the policy change, but using a cut-off of 1.1 x 120 =

132 would not count these transactions as affected.

38



Panels (b)-(d) of Figure D21 show how the correlation between treatment status and

guidance value variation changes as we increase the cut-off used to define the treat-

ment portion of the distribution. The slope of the quantity of transactions to guidance

value variation is similar for the treatment portion of the distribution before and after

the policy change—suggesting once again a small elasticity of quantity of transactions

to changes in guidance values.

To quantitatively assess robustness to the cut-off choice, Figure D22 plots the co-

efficient on the Pt ∗ Tic ∗ ∆gi (β7) variable as we increase the cut-off definition. Note

that this coefficient is equal to the difference in the responsiveness of transaction quan-

tity to the guidance value change between the treatment and control portions of the

distribution before versus after the change (i.e., these coefficients summarize the infor-

mation in the slopes in Figure D21.) Regardless of the cut-off, we cannot reject the null

hypothesis that β7 equals zero. Further, the figure shows that increasing the cut-off

leads to even smaller estimates of the responsiveness of the quantity of transactions to

the changes in guidance values.

Figure D22
Guidance Value Change Effects for Different Treatment/Control Cutoff Choices

To translate these coefficient estimates into an elasticity estimate, we estimate how

many more transactions a 10% increase in guidance values leads to in the treatment
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group in the post-period, subtracting out the corresponding number for the treatment

group in the pre-period, and the relative increase for the control group. In terms of the

parameters from our triple-difference model, our elasticity estimate is:

ϵ =
0.1(β3 + β5 + β6 + β7)

β0 + β1 + β2 + β4)
/(.1)

− 0.1 · (β3 + β6)

β0 + β2
/0.1

− 0.1 · (β3 + β5)

β0 + β4
/0.1

− β3 · 0.1
β0

/0.1 (12)

Starting with the simplest term of this equation, the last line corresponds to the con-

trol portion of the distribution in the pre-period. β3 · 0.1 is our estimate of how much

a 10% increase in the guidance values decreases the quantity of transactions for this

group. We divide by β0 to translate this to a percentage decrease in transactions, and

then divide by the 0.1 change in the guidance value so we get an elasticity (whose units

are percentage change in transactions over percentage change in guidance values). The

remaining three lines of this equation indicate the same calculation, but for (starting

from the top line) the treatment group in the post-period, the treatment group in the

pre-period, and the control group in the post-period. The whole equation shows how

much larger the elasticity implied from the triple-difference model is for the treatment

group in the post-period, relative to the treatment group in the pre-period, as well as

differencing out any elasticity changes in the control group after the policy change.

Figure D23 plots these elasticity estimates against the cut-offs, along with 95% con-

fidence intervals calculated using the delta method. Once we increase the cut-off level

to above 1.4, which seems reasonable given the number of transactions above this level

in the red-distribution in Figure D20, we cannot reject an elasticity estimate that is

different from zero. Further, the largest elasticity (i.e. the most negative) within the

95% confidence interval is approximately -0.4, suggesting that we can rule out elastic-

ities larger than this based on this triple-difference specification. Overall, from both

research designs, we find little evidence to suggest meaningful extensive margin re-
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sponses to the guidance value changes that have occurred over our sample period.

Figure D23
Elasticity Estimates from Triple-Difference Design
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